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7 Physical Fluctuomatics Prof. Kazuyuki Tanaka Hn
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Applications to many fields in engineering like control, signal processing etc. and in information sciences are in mind through
the lecture course for the basic knowledge of statistical machine learning theory as well as stochastic processes. Brief
introduction will be given to methods for applications like statistical estimation etc., and to the relationship with
statistical-mechanical informatics. We first lecture probability and statistics and their fundamental properties and explain the
basic frameworks of Bayesian estimation and maximum likelihood estimation. Particularly, we show EM algorithm as one of familiar
computational schemes to realize the maximum likelihood estimation. As one of linear statistical models, we introduce Gaussian
graphical model and show the explicit procedure for Bayesian estimation and EM algorithm from observed data. We show some useful
probabilistic models which are applicable to probabilistic information processing in the stand point of Bayesian estimation. We
mention that some of these models can be regarded as physical models in statistical mechanics. Fundamental structure of belief
propagation methods are reviewed as powerful key algorithms to compute some important statistical quantities, for example.
averages, variances and covariances. Particularly, we clarify the relationship between belief propagations and some approximate
methods in statistical mechanics. As ones of application to probabilistic information processing based on Bayesian estimation and
maximum 1ikelihood estimations, we show probabilistic image processing and probabilistic reasoning. Moreover, we review also
quantum—mechanical extensions of probabilistic information processing
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Ist Review of probabilistic information processing2nd Mathematical Preparations (1): Probability and statistics3rd Mathematical
Preparations (2): Variational principles and orthonomal expansion of descrite functions 4th Maximum likelihood estimation and EM
algorithmbth Probabilistic information processing by Gaussian graphical model (1)6th Probabilistic information processing by
Gaussian graphical model (2)7th Belief propagation (1)8th Belief propagation (2)9th Belief propagation (3)10th Belief propagation
(4)11th Probabilistic image processing by means of physical models12th Bayesian network and belief propagation in statistical
inferencel3th Quantum—-mechanical extentions of probabilistic information processingl4th Complex networks and physical
fluctuations15th Examinations
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Evaluation is performed comprehensively based on final examination results (80%) and submitted reports (20%).

BRE - 3EE

BRI - R KBEEL,, ZHREM, B BEBEORENET Y 7 — R T 7 4 INVET N L A= AET Y L TINb DT
Tr—F—, TR, November 2018 (ISBNO78-4-320-11123-3). HeiBifGézs / — b
http://www. smapip. is. tohoku. ac. jp/ kazu/PhysicalFluctuomatics/2019/PhysicalFluctuomatics2019. pdf &K E 1. APFIZE: HERET

L BMEHGABHANT A, FRAEHIR, 2006, 2. HTRIZE: ~A D7 %y N U—7 OFGEHMEROBEL, aa4, 20093, HFPR RS
BRI - BEHRESCC T4 77 U THERAESBE LG 1Y — a2 o —F L ZDF2— U 7V, A = A4k, 2006. 4. il
Hoo, VAME SO, USR], RnmEeRn, ZmEs, ARSE mPigdEE: ar va—2eY s VRS A K3 —— Bundle
Adjustment, ICP, Bag—of-Features, Nearest Neighbor Search, Stochastic Image Processing —, 7 Rl « A5 ¢ T4, 2010.5.
K. Tanaka: Statistical-mechanical approach to image processing (Topical Review), Journal of Physics A: Mathematical and General,
vol. 35, no. 37, pp.R81-R150, 2002.6. H. Nishimori: Statistical Physics of Spin Glasses and Information Processing, —An
Introduction, Oxford University Press, 2001.7. M. Opper and D. Saad D (eds): Advanced Mean Field Methods — Theory and Practice
MIT Press, 2001.8. C. M. Bishop: Pattern Recognition and Machine Learning, Springer, 2006.9. M. J. Wainwright and M. I. Jordan:
Graphical Models, Exponential Families, and Variational Inference, now Publishing Inc, 2008.10. M. Mezard, A. Montanari:
Information, Physics, and Computation, Oxford University Press, 2009.11. K. P. Murphy: Machine Learning: A Probabilistic
Perspective, MIT Press, 2012.12. M9FLe, AKIEE, WEEBAEHEE: BHRROGHNE:(BR - ST U —X21), #MAEE
2007.

Textbook in JapaneseShun Kataoka, Masayuki Ohzeki, Muneko Yasuda, Kazuyuki Tanaka: Statistical Modeling on Image Processing —
Approaches from Probabilistic Model and Sparse Modeling—, Kyoritsu Shuppan Co., Ltd., November 2018 (ISBN978-4-320-11123-3) (in
Japanese). Lecture Note in




Englishhttp://www. smapip. is. tohoku. ac. jp/ kazu/PhysicalFluctuomatics/2019/PhysicalFluctuomatics2019. pdfReferencesl. K. Tanaka:
Statistical-mechanical approach to image processing (Topical Review), Journal of Physics A: Mathematical and General, vol. 35,
no. 37, pp.R81-R150, 2002.2. H. Nishimori: Statistical Physics of Spin Glasses and Information Processing, —An Introduction,
Oxford University Press, 2001.3. M. Opper and D. Saad D (eds): Advanced Mean Field Methods — Theory and Practice, MIT Press,
2001.4. C. M. Bishop: Pattern Recognition and Machine Learning, Springer, 2006.5. M. J. Wainwright and M. I. Jordan: Graphical
Models, Exponential Families, and Variational Inference, now Publishing Inc, 2008.6. M. Mezard, A. Montanari: Information,
Physics, and Computation, Oxford University Press, 2009.7. K. P. Murphy: Machine Learning: A Probabilistic Perspective, MIT
Press, 2012.
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http://www. smapip. is. tohoku. ac. jp/ kazu/PhysicalFluctuomatics/2019/PhysicalFluctuomatics2019. pdf < /Lot 7R, & M
http://www. smapip. is. tohoku. ac. jp/ kazu/SMAPIP-KazuKazu/~ /L =1 7HfesiE L MeaiEDOEA T 1 75 1k
http://www. smapip. is. tohoku. ac. jp/ kazu/SMAPTP-KazuKazu/program. html

Presentation Slides http://www. smapip. is. tohoku. ac. jp/ kazu/PhysicalFluctuomatics/2019/Lecture Notes
http://www. smapip. is. tohoku. ac. jp/ kazu/PhysicalFluctuomatics/2019/PhysicalFluctuomatics2019. pdfMarkov Random Fields and Belief
Propagations http://www. smapip. is. tohoku. ac. jp/ kazu/SMAPIP-KazuKazu/index—e. htmlFundamental Programs of Markov Random Fields and
Belief Propagations http://www. smapip. is. tohoku. ac. jp/ kazu/SMAPIP—KazuKazu/programe. html
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students should visit my office after taking an appointment by e-mail (kazu [at mark] tohoku.ac. jp).
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Differential and integral calculus, complex analysis and Fourier analysis are necessary as background knowledge. This lecture is
presented in Japanese. English version slides and Lecture Notes are available in the following
wekbapehttp://www. smapip. is. tohoku. ac. jp/ kazu/PhysicalFluctuomatics/2019/The session time is limited and therefore self-directed
learning of about two hours is important.
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Human—Robot Informatics
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systems Bioinformatics
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According to the progress of several genome projects, we now have a large number of biological information. Along with the
genome information, we can use expression data and protein structure data to analyze the internal state of biological systems.In
this lecture, computation methods to use the vast accumulating biological data to reveal the nature of biological systems. The
lecture will be focused on the application of the methods rather than the technical details of the methods.
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Introduction to systems bioinformatics. Introduction to genome sequence analysesSequence similarity and homology
search. Structure of genes. Promoter analysesGene expression analysesIntroduction to protein analyses3D structure of
proteinsStructure—function relationshipMolecular function predictionProtein—protein interactionsInteraction network and cellular
functionIntroduction to systems biology
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Written examination and a few reports

BRE - 32E

PAFA LT FT AT A T2 NES ST BRI DT DD A A T~ T 4 I A« FRBSES A A A T~ T 4 7 AT -
AANA A T 4 ~T 4 7 AP RS o737 BN EENFTERED DS A A T A~ T 7 A« ikt - RS

Introduction to Protein Structure, Carl-Ivar Branden & John Tooze Prediction of protein structures, functions and interactions,
Wiley , Janusz M. Bujnicki ed

BEE Y = 7% A b
http://www. sb. ecei. tohoku. ac. jp
http://www2. sh. ecei. tohoku. ac. jp

FT7 4 AT U— (EHRATRERE)
HWE (BHOPUOERE L CPEEHEET D2 L)

Upon requests (Appointment is required.)

Z DAt




B IR

i ® ¥ # H H48HE BRAA

) PR B, IR e
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From molecule to behavior, biological systems at the respective hierarchical levels are analytically modeled. Through these
analytical modelings, functions of biological systems at each level and their integrative features are shown to be understood.
Firstly, as fundamental tools for modeling and analysis of dynamics, theory of nonlinear dynamical systems and computer
simulation are concisely explained. Then, structures of the models constructed in bottomup and top—down ways are described, and
computational and regulatory functions of their dynamics are explained as well.
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1. Fundamentals of Nonlinear Dynamics I2. Fundamentals of Nonlinear Dynamics II3. Fundamentals of Nonlinear Dynamics IT1T4.
Quick Overview of Molecular Biologyb. Dynamics of Genetic Networks6. Models of Genetic Networks7. Physiology of Neuronal
Excitation8. Dynamics of Neuronal Excitation and Their Models9. Bifurcation Structure of Neuronal Dynamicsl0. Biological
Rhythms11. Biological Rhythms as Limit Cycle and Their Modelsl2. Entrainment of Biological Rhythm and Its Modelingl3. Pattern
Formation and Self-organizationl4. Reaction-Diffusion Model of Pattern Formationlb. Formal Models of Genesis and Development and
Their Dynamics
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Evaluation is done comprehensively based on short tests and essays.
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PEEXE, 1988. [3] Johnston and Wu [Foundation of Cellular Neurophysiology] MIT Press, 1995. [4] AZ#E [AH#DH->5< 0 oI L
WE SRR, 20000 (5] e TXZ—U0EEG BRAESE, 1991. [6] A.T.Winfree [The Geometry of Biological Time] Springer.
2000.

Text: not used. Related Literature:[1] T. Kohda, Chaos of Discrete Dynamics Systems, Corona Publishing Co., Tokyo, 1998.[2] R
Rosen, Dynamical System Theory in Biology I, John Wiley & Sons, New York, 1970.[3] D. Johnston and S.M. Wu, Foundation of
Cellular Neurophysiology, MIT Press, Boston, 1995. [4] H. Honda ed., Mathematics and Physics of Biological Pattern Formation,
Kyoritsu Publishing Co., Tokyo, 2000.[5] Y. Kuramoto et al., Pattern Formation, Asakura Publishing Co., Tokyo, 1991.[6] A.T.
Winfree, The Geometry of Biological Time, Springer, New York, 2000.
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By appointment only. Please inquire e-mail address and telephone number to the official in charge of education
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students are required to review and prepare for each class based on the materials distributed in the class.
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257 Phychology of Learning and Memory Prof. Toshiaki Muramoto i
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This course serve as an intoroduction to cognitive psychology about human learning and memory. Students will learn about the
cognitive processes of comprehension, memorization, knowledge utilization, and interpersonal comminucation. The purpose of this
course is to help students to acquire psychological knowledge about cognition and to be able to apply them to thier own life

e )

FVxoT—varl. bpdle ER)  ERINSREESNAD EROMHA EEE T AL 528 Gl FEEO
A FefEE A ESEs RHRMETEMRTID? BECEE 774 I U 79RIL G032 & GERkFIR) BB LR “fix
5" MO S LT B L ARV, [R5 2L (3a=s—vay) IATIIa=S—Ual Ol HEEala=s
—vay bEVarialamb—ralr ala=b—ial i

1. Perception2. Comprehension Processes3. Supporting Student Comprehensiond. Memory Models5. Memory Processes6. Representation
and Organization of Knowlede7. Implicit Memory and Priming8. Problem Solving and Judgment9. Transfer of LearninglO. Collabolative
Problem Solvingll. Miscommunicationl2. Nonverbal Communicationl3. Visual Communicationl4. Communication and Learning
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submitted reports, attendance and so on are evaluated.
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Various information/knowledge have been created and accumulated within the global distributed environment such as Internet, and
a new intelligent information system/environment is required to deal with the contents, representation scheme and media of such
information/knowledge. In this lecture, the concepts, technologies and applications of both the applied intelligence software and
the intelligent information system/environment over the global distributed environment are discussed, focusing on the
technologies e.g., Knowledge Engineering/Artificial Intelligence, Network Computing, Distributed Processing and
Recognition/Understanding of pattern-based information,
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1. Introduction2. Advanced Software for Network Computing3. Cooperative Distributed Knowledge Information Processing4.
Applications of Cooperative Distributed Knowledge Information Processingb. Handling Non—symbolic Information6. Image
Understanding: From Signal To Symbol7. Non—symbolic Information Processing based on Image Understanding8. Summary
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Reports and Percentage of attendance.
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HREIR L, LAF, 2%#E 1D S.Russell, P.Norvig: Artificial Intelligence Modern Approach, Prentice-Hall Inc. (1995)2)
R.0.Duda et al.: Pattern Classification, John Willey & Sons, Inc. (2001)3) WHH () : == NEAIRA L ETIT 4 TRy b
U—7, B (2003)

1) S.Russell, P.Norvig: Artificial Intelligence Modern Approach, Prentice-Hall Inc. (1995)2) R.0.Duda et al.: Pattern
Classification, John Willey & Sons, Inc. (2001)
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Contact us by email in advance.
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The relation between transmission channel, electromagnetic noise and communication quality is explained as a fundamental of
information networks, and the theory and practical implementation of various kinds of transmission systems and communication
quality are discussed with reference to technology, such as digital systems, and multiplex access technology in various
transmission systems. Moreover, about advanced information networks , distributed processing and intelligent processing in it are
shown. Furthermore, a lecture is given about principle of the information security which becomes important for our life and
society as well as its operation and management. It aims at obtaining broad and systematic understanding about communication
systems at large including the newest topic by these lectures.
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1. Telecommunication and Noise2. Irregular Signals3. Communication Quality4. Error Control Systemb5—6. Multiplexing transfer,
PCM Transfer Systems7. Exchange Systems8. Multimedia Coding9-10. Digital transfer, Multiple Accessll. Information Network
Systems12. Distributed Processing Systemsl3. Social Activity and Information Networkl4. Information Securityl5. Summary
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Assignment will be given three times to grade.
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Wednesday evening 17-18 (appointment required)
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Notice to students will be posted on the Student Affairs Information System.
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In this course, students will learn the basic architecture and learning algorithms of artificial neural networks. In addition
they will understand the semiconductor integrated circuit techniques for neural network implementation. This course also provides
students the latest knowledge for brain—inspired hardware systems together with current challenges and solutions.Goal of Studyl)
Students understand the basic structures of artificial neural networks and their mathematical backgrounds.2) Students understand
learning algorithms of the artificial neural networks. 3) Students acquire knowledge on applications of the artificial neural
networks. 4) Students learn about the integrated circuit techniques and hardware of the artificial neural networks.5) Students
understand basic knowledge of brain—inspired computers, and their challenges and solutions
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1. Introduction2. Basics of artificial neural networks (1)3. Basics of artificial neural networks (2)4. Layered neural networks
(1)5. Layered neural networks (2)6. Mutually connected neural networks (1)7. Mutually connected neural networks (2)8. Self-
organized neural networks9. Competition and cooperation in neural networksl0. Neural network hardwarell. Neural network
integrated circuitsl2. The brain and artificial neural networksl3. Chaotic neural networksl4. Artificial neural networks
applicationslb. Brain—inspired computers
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Reports and contributions to the lectures.
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Learning materials will be promptly provided.
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http://www. scis. riec. tohoku. ac. jp/lectures/BrainFunction/index. html
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AT 4 ATV — (HERKATRERH)
AL T CEIEZI T 5,

students can ask questions through Email.
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152 Health Informatics Yoshitaka Kinouchi, Chihiro Ito, L

Susumu Ogawa, Kimio Sato

BERHDOER - BIEEROSER BIES

MO BRNL, ERRFOZEORE CUEL & T B M OB OB AR A BN DT D Z & T D, AROIEFMEOMERH I ZHE
M IRIRME, ITEMREIR TS EE e 2 R L Q0D 2D OFRERRIZZNG, PNYERIO U CRENL, BEEAL, B AL, FERALOA
OV ZLE S TEEL TR, 2 O—HO 7 1t 236V TRl 2 ORERET MBI TR AR MR S T, Lavb A
TN S OHRAIE BRI DA AIEZ A LD BIRRIINE L TND, ZOE TIIINO Ol LwmT oL &b
2. ZIDOHIEREOMTE & AEFTRE & ORFEZF T L3S, ATEIERZ T L, @RSERBEEA 13027200 T A 7 AL A VOIED 5
EPONCT D, AR EPNTED, SRITAATETITO,

The regulatory systems categorized into three types, neural, humoral and behavioral mechanisms play an important role in
maintenance of the homeostasis of the body. These control systems response and compensate by the second, by the minute, by the
hour, by the day or by the year to the internal or external stress. The worse lifestyle could induce a breakdown in these
regulatory systems, and cause lifestyle-related diseases such as hypertension, ischemic heart disease or obesity. Furthermore, an
impairment of regulatory systems involves changes in physical or mental functions.We will consider the importance of the
lifestyle to keep the body healthy in this lecture.This is a lecture—centered course

e ]

1. TMbEREBLEREE 201 ANEZE2, LSRR LERRE 202 ANE
3, HAHERRLEERREY: 203 AWNEZF4, ZIZAHORFEEET 01 T
W5, ZIADREFEERE FD2 PHETH6., ZZADMEEE B Y, 03 T
W7, fERERELEHREE Fo1 ValNiES . FEBRANVERBR L TEARE o2 (a1 /N
9., fERERELIEWREE 203 VERAIEL O, ERE L R Zo1 a1l
Tl GRREERRY: T2 I 1 2, REHEREERRY: 203 NI
H13 RPERLIEERY: Tl b ik 4, ERHERLIEHRRT: T2 I
fit

1, Gastrointestinal diseases and information science— Part 1 Y. Kinouchi2, Gastrointestinal diseases and information science—
Part 2 Y. Kinouchi3, Gastrointestinal diseases and information science— Part 3 Y. Kinouchi4, Mental health and mental disorders
— Part 1 C. Ttob, Mental health and mental disorders — Part 2 C. Tto6, Mental health and mental disorders — Part 3 C. Ttof7,
Cardiovascular diseases and information science— Part 1 K. Sato8, Cardiovascular diseases and information science— Part 2 K
Sato9, Cardiovascular diseases and information science— Part 3 K. Satol0, Metabloc deseases and information science— Part 1 S.
Ogawall, Metabloc deseases and information science— Part 2 S. Ogawal2, Metabloc deseases and information science— Part 3 S
Ogawal3, Dental diseases and information science— Part 1 H. Kital4, Dental diseases and information science— Part 2 H. Kita

AR I DI R U YE
HUBHRDER I LK — | &R BRI CR IS 5,

submitted reports, attendance and so on are evaluated.

2RE - 25E
ORI L7

No textbooks will be used.

BEHE Y = 71 k

A7 4 AT U— (HERTRERFE)

AT 4 AT T—L, AR 14:00~17:00 & 9%, HANT Bmail S CHET 52 L, BEOEEHHENIRZ 5.

Office hours are from 14:00 to 17:00 on Mondays. Make an appointment in advance via email or other means. The contact
information for the lecturer will be given in class.

Z DAt
FIRCERAEL T, SN SRR 5 T L .

Students are required to collect information and topics related to the content of the class using newspapers and books.
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7 Applied Mathematical Fluid Dynamics Yuji Hattori

Bt

BERHDOER - BIEEROSER BIES

BUROTAT AT RO, Mo, ) —fam, Bt/ EREdEmme & OBEMERRA2 T A 7« THER S Tn
Do TIRTEDOFRE I DI OMITEARRA R U, MR T 25 & U RO BlE) s 5 72D OIFFETE L 2 D3R
BEHRT D, 7~ LT () WNOBBIHZEMP R, () SEHIRATY. (3) mRERERA T A1y LD,

In modern fluid dynamics various ideas of applied mathematics including dynamical systems, differential geometry, Lie groups,
statistical mechanics and high—precision numerical method are utilized. The lecture consists of three subjects: - Mathematical
Aspects of Hydrodynamic Stability — Statistical Fluid Dynamics — Computational Fluid DynamicsThose who attend the lecture will
obtain advanced knowledges of the fundamental fluid dynamics and other nonlinear sciences.

E52 Sy

1. FNORERIZEN G 6 B]) - ZEVEE 0 - REMEHTOR]: LA U — « X —/Lhi « A TROLENEL @ AT FL - /3T A
5 IS ARZENE REFBLRZEEND) - JRPTREEVENT « BRI EIFE— REEME 2. HEHORATEE 6 8) - SLE & 13Dy - —RREH LD
Kolmogorov P « ELIOHER i BB/ & H5E 1 - SLIROBEHEEER: EDQNM « ELETET /L1 RANS « ELHET /L LES 3. mRGEEENAT
% QED - EREEEAUEAEE - HDIATSE - 28] BB~ DI

1. Mathematical Aspects of Hydrodynamic Stability — Waves on vortices — Motion of a swing — Local Stability Analysis — Elliptic
Instability — Curvature Instability2. Statistical Fluid Dynamics — What is Turbulence? - Kolmogoro’ s Theory of Isotropic
Turbulence — Statistical Theory of Turbulence: Important Concepts and Quantities — Turbulence Model: RANS — Turbulence Model:
LES3. High—Precision Computational Fluid Dynamics — High-Precision Numerical Method — Immersed Boundary Method — Application to
Computational Aeroacoustics

FGRRR HEiD 715 K USEYE
LA b HREREIC L Y ORI 5.,

Evaluation is based on reports and attendance.

2RE - 25E

BEHE Y = 71 k

F7 4 AT U— (EKFTRERHH)
FEAA—/L (hattori [at mark] fmail.ifs. tohoku.ac. jp) TTRA v ha b ol L TRETHZ &,
students should visit my office after taking an appointment by e-mail (hattori [at mark] fmail.ifs. tohoku. ac. jp).

T DAt

2018 FFEIIFGERTR L 5 (WEATEBERE « AAGEB, (A « J5E5R) . BEIEE 1 SRy A —2— KIBH 13 lF~16 7 10
53

This course is in English in 2018 (in Japanese in 2019).The lecture is 13:00 — 16:10 on Tuesday in the first half of the first

semester.
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Biomedical Information Analysis
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Prof. Yuka Tachibana

e English Communication
7 English Communication

REFHHOER) - BEER O B RS

This course is appropriate for students who are at least at an upper elementary or low intermediate level of English
competency. It is organized according to topics and tasks, grammar and vocabulary being presented and practiced as necessary,
with an emphasis on speaking and listening. E-learning system will support student’s learning, which also provides some practice
exercises useful for the TOEIC.A student whose mother language is English cannot get the credit. It is assumed that one can best
learn English by actually using it, and thus much time will be devoted to pair work and group work with feedback from the
teacher. We will also focus on some specific grammar points and do some practice exercises for the TOEIC in each lesson,
Students will be asked to keep a learning log and to use various Internet resources for practice outside of class.

This course is appropriate for students who are at least at an upper elementary or low intermediate level of English
competency. It is organized according to topics and tasks, grammar and vocabulary being presented and practiced as necessary,
with an emphasis on speaking and listening. E-learning system will support student’s learning, which also provides some practice
exercises useful for the TOEIC.A student whose mother language is English cannot get the credit. It is assumed that one can best
learn English by actually using it, and thus much time will be devoted to pair work and group work with feedback from the
teacher. We will also focus on some specific grammar points and do some practice exercises for the TOEIC in each lesson,
Students will be asked to keep a learning log and to use various Internet resources for practice outside of class.

e )

This class will primarily utilize new media materials in order to effectively practice English communication. Listening,
speaking, and writing exercises will be conducted in class. The majority of preparation for the TOEIC will be assigned as
homework through an online tutorial, however, there will be in—class practice quizzes. Ideally we will be able to incorporate
elements of daily conversation and topics relating to your field of study into the classroom lessons.

This class will primarily utilize new media materials in order to effectively practice English communication. Listening,
speaking, and writing exercises will be conducted in class. The majority of preparation for the TOEIC will be assigned as
homework through an online tutorial, however, there will be in-—class practice quizzes. Ideally we will be able to incorporate
elements of daily conversation and topics relating to your field of study into the classroom lessons.

FSGRERHT D 515 R OV E
In—class activities and assignments: 30% Homework: 20% Quizzes: 20% TOEIC score: 30%
In—class activities and assignments: 30% Homework: 20% Quizzes: 20% TOEIC score: 30%

BRE - 3EE
Linc English online tutorial
Linc English online tutorial

BEY = 7 A b

F7 4 AT U — (HEwk I RERH)

Z DAt

A student whose mother language is English cannot get the credit.
A student whose mother language is English cannot get the credit.
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TEHERBER LY ZET)
2 statistical Systems Analysis for Complex Associate Professor Shinsuke Koyama PRz
Systems (The Institute of Statistical
Mathematics)

BERHDOER - BIEEROSER BIES
AGHZETIL, SRR A HENER 2R L ORI VR D, BT VOMEL, BT VOHEE, E7 VOB & BORE I TES &
D2 EER AL T2, HsHHEREEG 2 BT 5 7o DI & 72 DHER OB Z AR AT O,

Aim at the lecture is to learn the foundation of the spectrum analysis for the time series data to change irregularly as a
basic technique of the time line analysis. Put the fundamental items of the spectrum analysis in order at the first half and give
a lecture of the way of actually asking a spectrum at the latter half. Everyone faces problem and makes use of a spectrum. A goal
for a lecture is attained by learning the above.Aim at the lecture is to learn the basic statistical inference theory and acquire
a series of statistical methods such as model construction, model estimation, model selection, etc., using application examples.
The lecture focusing on the basis of the probability needed to understand statistical inference theory.

E52 Sy

1. BOUFGEHERE (1) R @ 2. EUROHRE (O HEVEOIT Q) ZAEREIROHT 3. KRS 4. SRS, 20
e

1. Basic Mathematical Statistics(1) Probability(2) Distribution2. Basic Regression Analysis(l) Univariate Regression
Analysis(2) Multivariate Regression Analysis3. Time Series Analysis4. Applicationsb. Other topics

BRI AR OV EHE
HIE & LaR— b
Evaluated from Report

BRE-2EE

WAL IS, FE55 - WIE, BIRECAHHEYR TR U, A, HORERGEPFOIFZ2 L, 54, BUE Time Series Analysts,
G.E.P.BOX, G.M.Jenkins, G.C. Reinsel, WILEY RERFIENTOE GRiptRiyassdy) . ARl 5Lk (B5&), BRI & GRS, Al YRR G
1B, BABEENIL~ T AN ORI RIS, FUT—ER, W@%ka@&ﬁﬁﬁ

HoatF— %ﬁekﬁfxﬁﬁ F97 - W, BIRECEA(in Japanese) [BURHTOIX2 L, 34, FXE(in Japanese) SiitFoide L, 34, HUK
[X# (in Japanese)Time Series Analysts, G.E.P.BOX, G.M. Jenkins, G.C. Reinsel, WILEY RERFIMENTOITNE (FiatFlaasdy) . SR 5Lk (B
&), Rl &t GRS, A1 HUUES B . WIEEIE (in Japanese) W=7 4 VA O, BNE—. FUA—EL, BB (in

Japanese)

BEHE Y = 7 A b

AT A AT U— (HEKFTHERR)
e DR O

Recess time during the intensive course

Z DA,
[BERTE] 11/11(H) 3,4,5380F  (HELEIITRIR 3 By g3, 11/120K) 2,3,4, 538 (EHEIARITERI 3 iy i)
(Lecture schedule)1 p.m. to 5:50 p.m., Monday, November 11 at GSIS 3F Lecture Room, 10:30 a.m. to 5:50 p.m., Tuesday, November
12 at GSIS 3F Lecture Room
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Mathematical System Analysis I a
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FEREDOBEH - IEROER BIES

CEITANY) 7T 7 OO OV TR EIT ). O WAL L CIIERFBIR MR, Dirichlet i, Laplacian OEAERIE %
JERE, BMEOMWH - FHICH 5. HITZETF 721 C Laplacian ORI HRTESCSEHIREI TR & it A a2 7277 7 Oy F A4 1)
VT OFEEE EBEZEBEL TL 4. Laplacian OFEAE, FEER, BEOFHmE ERBRO— L LTHET 5.

BEEEHE
]

1. FF:itike 7o 7HERORES « 52, 7T 7 b Laplacian & Green DEFE 3. Dirichlet 4. Cheeger-Maz' ya DRGNS, HEE
WL AN E—TFT7 6. T ANE—T T T7OIS T, Laplacian OEAERTIES. Alon-Milman O 9. B Cheeger-Maz’ ya @
K10, Faber—Krahn O 11, BUEOFEM 12. Davis—Gaffney OAZER 13, EETEO LD OFHE 114, [BEHAED A6 DRl TT15.
D To>5HOFHM

PRI D7 B O
HURSRIS KOV AR — MLVl 5.

2RE - 2EE

Alexander Grigor’ yan#% [Introduction to Analysis on Graphs] , AMS REJEVEVE/MVHR—% [HEHS AT LRI | HOEKFHE RIS

BEHE Y = 71 b

A7 4 AT U— (HERTRERFE)
FERE S A —/ LB Z &
by appointment
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Professor Xiao Zhou, Associate BHzE
Professor Takehiro Ito

T Y X NG
Algorithms Theory

1 28

BERHDOER - BIEEROSER BIES

TNTY RLTE, ARV AT DO AR D B L 22> T D, &b, EEEMEZEST 57-01ad, ELWT L)
R LBHFEOHFIAWIATH D, AHFECIL, T3 Y X LEFRHEIEOBLED DEERIN O, ZOREARN3G HETE 2 ST 554
HNE T %, AGHR T, WAITATY XL, GEET AT X FERGY 7 LT Y AR EBEY A, 73 ZAOHFIERIZON TS
AL TNE T2V, 75, ASHIRITEAASETIT O 2 BUEERCESR BRI D RIS L 72 D,

Algorithms now play a very important role for the reliability and efficiency in several social systems. This course focuses on
design and analysis of algorithms from the viewpoint of theoretical computer science. We deal with parallel algorithms,
approximation algorithms, randomized algorithms etc. We also show some applications of algorithm theory to practical problems.
All materials will be prepared in English although the lecture will be given in Japanese.

BEERE

1. WEEH2. TAT) RAOFI 3. HEWIEE4. BEE 1 5. BRGGHEEG6. KIFVIET. BE2 8. NPFEA9. B 0. BE
31 1. WHTZAAYZLT 2. FETATY ZALT 3. FERHTALTY X014, HE415. AHRDE LD LR

1. Introduction2. Evaluation of Algorithms3. Divide and Conquer4. Exercise 15. Dynamic Programming6. Greedy Algorithms?7.
Exercise 28. NP-Completeness9. PreprocessinglO. Exercise 311. Parallel Algorithmsl2. Approximation Algorithmsl3. Randomized
Algorithmsl4. Exercise 415. Conclusions and Examination

FERHloD 7R K Ok M
U, LA— b, BURIC L 0 RATICIHIT 5,

Evaluation is performed comprehensively based on attendance count, reports, and examination.

BRE - 5EE

1) T.H. Cormen, C.E. Leiserson, R.L. Rivest and C. Stein3 “Introduction to Algorithms” The MIT Press (2009).2) H.S. Wilf
2, OVERE PR - AR MR, TV Y RALFHEEAM , REHE, (1988).3) KK B F  CIKBET TN XA T—HEE
HESEE: (1999).

1) T.H. Cormen, C.E. Leiserson, R.L. Rivest and C. Stein3 “Introduction to Algorithms” The MIT Press (2009).2) H.S. Wilf,
“;Algorithms and Complexity” ;, Prentice-Hall, 1986.3) T. Ibaraki, “;Algorithms and Data Structures by C” ;, Shyokodo, 1999 (in
Japanese).

BEY = 7 A b
http://www. ecei. tohoku. ac. jp/alg/zhou/alg/
http://www. ecei. tohoku. ac. jp/alg/zhou/alg/

F7 4 AT U— (HE#FTRERE)
BRI LE T8, A— /U THFRIL T E &Y,

Please make an appointment by email.

Z DAt

BEERNY, LReBRE Y = 7Y MBI 238 AT FETHE L, BRI LTl L. BEERIY, MRoiEE (Ao ad TR
B9, GO Y) #1102 8. i, MR TPRALFMAECEESRE SR L, MRk AT TS EH T EREE L.

As a preparation for each class, students are required to check the lecture slides uploaded to the website above. After the
lecture, students are also required to review the lecture (in particular, reviewing the calculations and proofs by themselves).
It is desirable to extend and deepen their knowledge by reading references.
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. B
jo= 2,
1 %34 rﬁigéEk%?L Prof.Keiichi Itoi, Assoc. Prof. BRIz
Information Biology .
Tatsuya Sato, Assis. Prof. Katsuya
Uchida

BERHDOER - BIEEROSER BIES

BIAEEROFEAETORGETHY . Bk, 700, i, HESREb E X0, ME, R, ST T AR MEDNRE
FIHEOFEI T D, AGHER TIINDITT B Z IOV TOEYREGFED 57012, #EHiE (m=—r ) OFEEA =X A, MEMEEWE O
VEFRRET, AR rIYBM e SN L~V OB NG = o— 1 VORI ERBERERNHEIZ Ve 5 F COMRE I T, i A%
JBIE Lo T D, 3 ATRESRE IR A 2 70 2 T8 & CIRIA HBR 2 Bl L Gl 2R 2729,

The perception, recognition, memory, intension, and emotion comprise the major tasks of the brain. Blood pressure, body
temperature, and hormone secretion are indispensable for maintaining basal functions of an organism which are also under the
control of the brain. To help understand the mechanisms of the brain, explanations will be made, first, upon the mechanism of
neural excitation, functions of neurotransmission and neural plasticity, then upon the neural development, higher brain
functions, and abnormalities of the nervous system. Students without basic knowledge on biology are eligible and welcome.

BEERTE

L 4F 12 AHRER A bhrydriar2 47 190 AEEE Mlaoid7-5%3. 44 26 B NS AMotEaisEitia
58 10 H WHyEk MHMZEWE 15 54 17T H NHEZGR MMSEWE26. 58 24 0 AHIE - MROBELSHEL 7. 5 31A
VeSS, AHRHIIaOBA 7 RB18. 6 H 7 H FRblEE— MROBUEL{AFF29. 6 H 14 A fifesth w510, 6 H21 B FHblEs—
PHRNGYIGL 11 6 A 28 A fifEth mcRE12. TH B H BB AMERANOW213 TH 12 A RREIILA— R

PR R O

HAJiE 5 72 N LAaR— M L A3

BRE - 32E

From Neuron to Brain (4th ed, SINAUER) Nicholls J.G., Martin A.R., Wallace B.G. Z#Molecular Biology of the Cell (5th ed.
Garland Science) Alberts B. {3 (HAGERR THBRO Y TEWY) #Eth)

From Neuron to Brain (4th ed, SINAUER) Nicholls J.G., Martin A.R., Wallace B.G.Molecular Biology of the Cell (5th ed., Garland
Science) Alberts B. et al.

BHE Y = 7 A |k
http://www. bio. is. tohoku. ac. jp/
http://www. bio. is. tohoku. ac. jp/

Z7 4 AT U — (EKFTRERHH)
EARE B AT 1 OFF— 1 11
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satoshi Shioiri, Ichiro Kuriki, Chia— Bz
huei Tseng

TRURAR T AL

Higher Order Vision Science

1 28

BERHDOER - BIEEROSER BIES

NHIV IR A8 L CHERAHEII L, 2SS <ATRE LD, BRIIARICE 5 Th o & bHEENREOUE D TH Y, ZOMAFIZL
S OB ORFHINORBEOL/2 5T, EREOBMRIC b 595 2 LW C& 5,  RAMARIT, @5, S, STAME, EHE, o2y
12720, EDICEHESAE & LB DM RIS K o TRV Lo TG, ZOBIRZIXIEY) e T 7 e —F LT T VA RAIR TH D,
AFEFTIL, AHOETROBROT= DO, ARER, M8, FAETEEF OBIFAREIC OV T, IFHBRN T 7 0 —F IS &R T 5.

Humans estimate how the world is through processing information obtained by senses. Vision is one of the most important senses
and understanding vision will contribute to wide variety of scientific and engineering fields. Understanding vision also
contributes to the understanding of essence of brain functions. Vision is a complicated system, which includes color perception,
motion perception, depth perception, form perception, and more, and has important relationships with learning and memory
Appropriate approaches and models are necessary to study vision. This course covers the functions of eye, retina, and visual
cortex and information processing approaches to study them.

BT

L ST 2. BIRERIP AR 3. SR OHAEREE 4. BIREOZZMIRe: 5. (TR ORFRIRFE 6. BIROAR 7. STAHORRES. JEHDE
9. PURAVEE 10, (R L1 A% 1112, MGESARES I 113, AMBEAESHNI 1114, MebSREZHI 11115, F L0

1. Overview2. Introduction to vision science3. Basic processes of visiond. Spatial properties of visionb. Temporal properties
of vision6. Physiology of vision7. Depth perception8. Motion perception9. Visual attentionlO. Color vision I11. Color vision
IT12. Measurements of brain functions T13. Measurements of brain functions IT114. Measurements of brain functions ITT115. Summary

SRR HRi D15 K U
HE & LAK— M

Attendance and course assignments

BRE - 3EE
PIENZFRES D
Will be informed at the first class

BEHE Y = 7 A |k

FT7 4 AT U— (EHRATRERE)
KRR (%)

Tuesday morning (after the class)
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TUHTA VALY NIRST, HE - BHHERSOEE 72 E SESE IR snD TarT oy iy, AOBPECEEREDY, Zhs
FIFT D NEE 2 52 2720 Tlidel, AV T AICS, TRRSCEE EOAEX L 52 5 LN TE D, a7 VIS HT
NG SN, AEETIL, ba—~ A ETx2—R, TAAT LA, N=FXxNUT VT 172E, ZOHIE - Foi - FIRSIC %
HEAACONWTHFET H L & BT, v T UL & L ORI OWT BT 5.

e ]

FERHloD 7 K O HE
LiR— b &b LIRS 5.

2RE - 2EE

BT U CGHRERATHE R 35,

BEHE Y = 7 A |k
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Philosophic Analyses of Human Behavior
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| 224 BRSGEEER K BA
7 Modern Linguistic Theory Akira Kikuchi

Bt

FEEPHH O HR - BEELRO%ERL BERE

—WCOEFGEROBLED, BIRSTHOBHNGE, Fard, BHE, B3I 0 SHEED DRI OWTHERT 5, FHI, BRSTEOR
ﬁﬁé"Tﬁ‘E LTW%, AMICAASIZRSEERR IO E DWW THERANTBLE T 5 & & blT, TNED L) RERGIEIN TV D vE, &
L U CHGEE HAGEOSHT, BLOEOESHRAE U CHLNI L, —R7FEI6ES) & ORIREIRD,

This course is designed to introduce students to the standard theoretical framework for syntactic/semantic analyses as well as
the core empirical domain of the natural languages (mainly, of English and Japanese). Also aimed at is to familiarize students to
the analytical tools involved in the investigation of this domain.

BT

Reading material |ZHGE LB & 550, FEALSOEHERAMERE L CE7oRUUCDOUWT, BRI A 28 2 723 DT 2, FAE
THXROMY, 1. SFEOET/V 2. FEF 3. i 4 iR b MBhlEEEe. Humkn - MG T ﬁunurm YEEGEEM S, ek
i Elﬂ&“uﬁuﬁaﬁ At - HUBSHGERR 10 BEMER 1L PAEWGR 12 MEEENGR 13, SRRl EB 14 SRELE. FEw

This course will explain how major linguistic theories have been developed so far, following the contents of the speicified
reading material. Analyses of linguistic phenomena will also be discussed in the course. The schedule is as follows:1. Models for
Language Faculty2. Phonetics3. Phonology4. Morphologyb. Stress and Word Structure6. Syntax: Phrase Structure?. Syntax: English
Syntax8. Syntax: Japanese Syntax9. Syntax: Comparative Syntaxl0. Semanticsll. Formal Semanticsl2. Conceptual Semanticsl3
Language and Thoughtl4. Langauge and Consciousnesslb. Summary

AR Hm DT R U
LA — RO,

Based on the performance of the written essay and the participation in class.

HRE - 25F
B U % BT

Handouts to be delivered in the classroom

BEY = 7% A b
http://1ling. human. is. tohoku. ac. jp/ kikuchi/
Details and updates will be announced on the following web site. http://ling. human. is. tohoku. ac. jp/ kikuchi/

Z7 4 AT U — (EKFTRERHH)
AU THERNITRA b AL bEER-S T UL, BEEA 7 4 A7 U —Z23% £,

Make a contact with the lecturer by E-mail in advance.
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An Analysis of Semantic Structures Akira Kikuchi

Bt

BERHDOER - BIEEROSER BIES

H RS FEO BRSS! _Egl LT BRI T AT - QU Dt SCOBFAIE L C S RE O/ SL ORISR ) & GBI 1 & DT D AIEEAT 5,
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This course is designed to introduce students to the standard theoretical framework for semantic analyses as well as the core
empirical domain of the natural languages (mainly, of English and Japanese).
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HH LT D55 E A5 L LT D,

This course consists of two parts. In both parts, it is required to read the material dealing with semantics (to be specified
in the class) and to discuss the contents. The second part will target students majoring in linguistics and consist of reading
papers written within the framework of formal semantics. The aim of the second part is to make students accustomed to the
techniques employed in formal semantic analyses.
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Based on the performance of the written essay and the participation in class.
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To be announced

BEY = 7% A b
http://1ling. human. is. tohoku. ac. jp/ kikuchi/
Details and updates will be announced on the following web site. http://ling. human. is. tohoku. ac. jp/ kikuchi/
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Make a contact with the lecturer by E-mail in advance.
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Theory of Linguistic Structure Yoshiki Ogawa
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The essential aim of this course is for you to learn how the presence or absence of the correspondence between the forms and
meanings of linguistic expressions are to be explained in terms of our knowledge of syntax, semantics, and morphology as a part

of the human endowment, which we call “grammar” . More specifically, you will be able to learn (i) to what extent English
Japanese and other languages share common syntactic properties and how they differ syntactically, (ii) what the knowledge of
language is like, (iii) how it is acquired, and (iv) how it has been analyzed in the current linguistic theories such as
generative syntax, distributed morphology, lexical semantics, and theories of grammaticalization, among others. You will also
acquire a set of skills for discovering linguistic problems and analyze them logically and theoretically.
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Fiz, (1) B EBETROGEHES & FEMEEC T 2 TR SRR, (2) FEAEEIE BIRT 2 558998, (3) Rl DIHERIE~
O3, (4) ZHOBREEFIIT D7 ODINERIER SN TE TEEFGEMI OV GRE 5 2 L 2B U T, A5GHE D Srn s iiEEZ | &
FRL, TNESTEANOITT D HEEFOTHZ L2 BT, B3E FHIE LT, #EclEn 503, MEmONRAIE 2 oEs
RIEA~OIY FHABRETTE, £z, PO, BB IRE R > TV D SREANRIB L ZOHTIAEZ DN T, DEETEELTHD
ITE, 1~2[8H : AAGE L SSEOFGERE 3[RIH - (il & BEE - FEREElE L IssaEia 4 m1H « R s L shaib S 5 0l
H : SEEE S ER & FERIEAEE 6 [ H M EEIOFHRES L 7~ SIE1H : FERHIE)  DAERIRE~OWIHIZ b E LCo 305k 9
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1 2[EH : 23— APbbohd 2L &b &1 3~1 5[EIF : SZEEE OISR

Most of the classes in the entire semester are conducted in a lecture style, with particular attention to major theories of the
syntactic and lexico—semantic aspects of the linguistic structure and syntactic theories of grammaticalization or diachronic
language change from lexical to functional categories. In the latter part of the semester, with the topics outlined in the class
presupposed, you will be assigned to make an oral presentation about linguistic problems which you are interested in or which you
have “discovered” through the course activities. Ist ans 2nd: The Syntactic Structure of Japanese and English3rd: Transitive and
Intransitive Verbs / Unergative and Unaccusative Verbs4th: The Event Structure and Lexical Conceptual Structurebth: Syntactic and
lexical V-V compounds6th: Case Conversion and Clause Restructuring7th and 8th: “;Grammaticalization” ; as Diachronic Change from
Lexical to Functional Categories9th: “;Constructionalization” ; as Diachronic Change from Words to PhraseslOth:
“;Lexicalization” ; as Diachronic Change from Phrases to Wordsllth: Language Change and Historical Corpusl2th: What We Can See
from Corpora and What We Cannotl3th to 15th: Oral Presentations by the Class Attendants

FGRERH D IIE B U EEHE
WEERIEOM D, NIPEROMBE, FHRO LA R ERATHI 2.

Based on your oral reports and exercises in the class and your term paper.
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Textbooks will be distributed as handouts. Other reading materials are to be announced in the first class.
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http://ling. human. is. tohoku. ac. jp/change/home. htmlhttp://1ing. human. is. tohoku. ac. jp
http://www. gengosf. com/http://www. linguistlist. org/

http://ling. human. is. tohoku. ac. jp/change/home. htmlhttp://1ing. human. is. tohoku. ac. jp
http://www. gengosf. com/http://www. linguistlist. org/
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My office hours are flexible, and you can visit me at any time if you make an appointment with me in advance.My e-mail address
is: ogawa@ling. human. is. tohoku. ac. jp
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Foreign students are welcome, as far as they are interested in the syntactic structure of natural language. However, 1
recommend you to have an ability to understand Japanese as phonetic sounds and written characters, as I will give a lecture in

Japanese and also give you various linguistic data of the Japanese language as samples.
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The essential aim of this course is for you to learn the universal properties of natural languages, certain rules in diachronic
changes, and/or the reasons behind cross—linguistic variations, and to acquire skills about how to read articles of linguistics
written in English and how to analyze linguistic data theoretically. For these purposes, we will carefully read a few articles
concerned with morphosyntactic structures, written in English or Japanese. The contents of the articles will be supplemented by
lectures on the content of the articles and advanced issues. The selected topics will include (i) the relation between syntactic
structure on one hand and lexical conceptual structure, event structure, and word order on the other hand, (ii) the
morphosyntactic properties that are likely to undergo diachronic changes. Understanding these issues and acquiring a way to
properly read and comprehend linguistic articles written in English and Japanese will help you to brush up your skill of logical
thinking and lay the ground for your original analysis of the linguistic (in particular, “;syntactic” ;) phenomena.
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et L GO (S, SRR | HEENE CFEIEOBIR (BB, AR L), Fhbkd S EREEORR (A, IRE.
&z &) r’f?ﬂiﬂﬁﬁﬂ)ﬁﬂﬁfﬂﬁ*{ b Gk, #Ub, gl . STEME LM IOV T U=l % reading assignment & LTGRO, N
BEWROMERDT=DIZ, ZHORESEETZITER (W T OSEREIC L D NERER) 2175 L L blZ, WIS U T, wXONEEMHFET H72D
DR EZT D, Fio, FETRIHGEHGUI OV COREMESCTIIRELY 52 o5 2 e b b, AFORHEL FHILLFOT—<Iico
WTOERERD D ARTIT Y, (A FEEEEORANES B) EARERADERE & FEHEE (O AASEORBIGR & HRERSE D) HaEsEEr:
A2 t&%ﬁ 5 (E) EATEORE GEESE B, DU ORI SGiE RR THAN O, anl E /I THE 218 LT, s EEED
AIEHY « AR & FIZSH D DN ENORASI DV COBRERD D, 1~2[A1H : BIRSFEOHRERE IOV COREL 3~4 [F1H -
Perlmutter (1970) DA—F )L L7R— h L f#5i5~T [ : Ritter and Rosen (1993) DA—F /L L7R— kLR 8~9 [\ : Lightfoot and
Westergaard (2007) DA—F /L LaR— b LR 10~11[HH : Lightfoot (2018) DA—F/LL7R— K L 12~13 Al : Kishimoto and Booi j
(2014) DA—F L LaR— b LFEHR 14 BIE : I (2013) DA —F /L LaR— bk LR 15 \E : 1R (2015) DA—F /L LaR— b LfiFi

You are going to make an oral report of articles about the relation between syntactic structure and event structure (lexical
conceptual structure, argument structure, etc.), the relation between syntactic structure and word order (movement, ellipsis
etc.), the relation between syntax and morphology (compounding, derivation, modification), the diachronic change of syntax
(grammaticalization, constructionalization, lexicalization, etc.), and/or issues concerning language acquisition and frequency of
primary linguistic data, all written in English or Japanese. Along with the reading activity, I will give lectures so that you
can deepen your understanding of the following issues: (A) Basic notions of syntactic structures(B) The argument structure and
syntactic structure of causative verbs(C) The Case relations and syntactic structure of Japanese(D) Diachronic change of
syntactic structure and language acquisition(E) The morphosyntactic structures of compoundsYou may also be given exercises and/or
assignments of investigation related to the relevant syntactic phenomena.More concretely, the entire semester is composed of the
following reading assignments and related lectures:lst 2nd: A lecture on syntactic structure in natural language3rd and 4th: Oral
report of Perlmutter (1970)5th to 7th: Oral report of Ritter and Rosen (1993)8th and 9th: Oral report of Lightfoot and
Westergaard (2007) 10th and 11th: Oral report of Lightfoot (2018)12th to 13th: Oral report of Kishimoto and Booij (2014)14th: Oral
report of Kageyama (2013)15th: Oral report of Namiki (2015)

FGERHEi DT 15 K U
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Based on your oral reports and exercises in the class and your term paper.
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(1) Perlmutter, Davd (1970) “Two Verbs ‘Begin’ ,” 1In Roderick A. Jacobs & Peter S. Rosenbaum (eds.), Readings in English
Transformational Grammar. Waltham, MA: Blaisdell, 107-19. (2) Ritter, Elizabeth and Sara Thomas Rosen (1993) “Deriving Causation,”
Natural Language and Linguistic Theory 11, 519-555. (3) Lightfoot, David and Marit Westergaard (2007) “Language Acquisition and
Language Change: Inter—relationships,” Language and Linguistics Compass 1, 396-415. (4) Lightfoot, David (2018) “Nothing in Syntax
Makes Sense Except in the Light of Change,” Language, Syntax, and the Natural Sciences, ed. by Angel J. Gallego and Roger Martin
224-240, Cambridge University Press. (5) Kishimoto, Hideki and Geert Booij (2014) “Complex Negative Adjectives in Japanese: The
Relation between Syntactic and Morphological Constructions,” Word Structure 7, 55-87. (6) SZILIAER (2013) [FEGRHESEEIDHASR
—— ORI - mﬂ%ﬁﬁf%/\b 1, RIS (W) MEAERIIEORI s C——] U2 UER. (1) BiAR#R (2015)

THEGE L HERFEDESR) |, VHIRHTHRE - P — GR) Fﬁ{ ROFEfER R & BT - BB EFad , 115-131, BifRth LATFIESEHscE i’*ﬂ%
ETHD, EA;T£#ﬂtﬁM%Mﬁ¢5®T ZHETAAGELTO L ZENEE LYY, (1) AFEIES - THENZRN (2004 /7 T2 &
BEEANUC KT w7, WL Q) FARET (2007) [~— v 7 8GE0], O-oUER. () MkgLEE (2015) [1X U TOSEER ‘éiﬁjﬁf(:




HAL T e—F—), AEEL @) RMMES - BETR] (1992)  [HERAGESOE~UGTR~], < ALBHIR (6) Stromzwold, K. (1998)
“;Analyzing Children’ s Spontaneous Speech,” ; Methods for Assessing Children’ s Syntax, ed. by D. McDaniel, C. McKee and H.S.
Cairn, 23-53, MIT Press. (6) JFIFFlf - o - 72801 (016 M%) [T a3 AR —PEmsri~Ri~] Argeet. (D) /NIESH - SRt
BE (2019 #aR) [EEELED L BT 2DH ] (5L : Joan Bybee, Language Change, Cambridge University Press) , PR¥Rtl. ZOfthoidi
UZHNWTEL, #ETT TV RT D,

The following articles are to be chosen as the article you are to make oral presentation of: (1) Perlmutter, Davd (1970) “Two
Verbs ‘Begin’ ,” In Roderick A. Jacobs & Peter S. Rosenbaum (eds.), Readings in English Transformational Grammar. Waltham, MA:
Blaisdell, 107-19. (2) Ritter, Elizabeth and Sara Thomas Rosen (1993) “Deriving Causation,” Natural Language and Linguistic Theory
11, 519-555. (3) Lightfoot, David and Marit Westergaard (2007) “Language Acquisition and Language Change: Inter-relationships,”
Language and Linguistics Compass 1, 396-415. (4) Lightfoot, David (2018) “Nothing in Syntax Makes Sense Except in the Light of
Change,” Language, Syntax, and the Natural Sciences, ed. by Angel J. Gallego and Roger Martin, 224-240, Cambridge University
Press. (5) Kishimoto, Hideki and Geert Booij (2014) “Complex Negative Adjectives in Japanese: The Relation between Syntactic and
Morphological Constructions,” Word Structure 7, 55-87. (6) BAILIAHR (2013) [RESEHEABRADHIAE——CDHERH « ISHRERAV —
—, RIS (R WE/\@:.QWE@H&?EJW?—%@@#% TT—J O UER. (1) WiAZSR (2015) THEEEBEFOSIR) | vEEEHE - M

BH— W [OOSR ST - TEmota Lamal , 115-131, BA#RtE The following articles and textbooks, some of which are
written in Japanese, are recommended for a deeper understanding of the content of the class activities: (1) HE=EIFES - PEIENZRS
(2004 ) TZ LIZOREF A R7 v 7], WIgE (2) FAIET (2007) [_—3 v r3EEd], O UERE. (3) MRgLE (2015) MIZUHTD
SRS RE GRS T e —T—, SEIGEL. (@) SRR - E TR (1992)  [ERERASESOE~SGTI~]. <A LBHR. 6)
Stromzwold, K. (1998) “;Analyzing Children’ s Spontaneous Speech,” ; Methods for Assessing Children’ s Syntax, ed. by D. McDaniel,
C. McKee and H.S. Cairn, 23-53, MIT Press. (6) JiFILL - fPATHE - 3] (2016 ) [77 = LA —Hamieli- i~ #F7Ett. (1)
NSRS « SRIALERR Q019 f@aR) [ERElLED X 5122325 Dny] (53 : Joan Bybee, Language Change, Cambridge University Press) ,
PPt Other articles to be read in this class or for references will also be announced in the classroom.
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” Natural Language and Linguistic Theory 11, 519-555. (3) Lightfoot, David and Marit Westergaard (2007) “Language Acquisition
and Language Change: Inter-relationships
Language and Linguistics Compass 1, 396-415. (4) Lightfoot, David (2018) “Nothing in Syntax Makes Sense Except in the Light
of Change
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Language, Syntax, and the Natural Sciences, ed. by Angel J. Gallego and Roger Martin, 224-240, Cambridge University
Press. (5) Kishimoto, Hideki and Geert Booij (2014) “Complex Negative Adjectives in Japanese: The Relation between Syntactic and
Morphological Constructions
Word Structure 7, 55~ 87 (6) ;fﬁllleEB (2013) [REFHHEABRAOFAFT—COIERY - ISAERA — , IS GF) [EAE
TS E DRSSO C——] OO UERE. (7) miAkaiEe (2015) THGE L BEREOBER |, M - P E—GR [BRomEGR
BT ﬁ%ﬁﬁ%@ﬁuﬁkﬁﬁﬁﬂ s 115 131, BARtL LA NIESERCEIIBEETH D, ARETE NS BT 20T, SZHEditAA
ﬁn%;tu&)é EMEE LY, (1) BREIFES - PEENR (2004 fig) [Z S1Z0Rp A BT v 7l et (2) FAZET (2007) [N— v
7¥GELR], OoUER. () MiRgLE] (2015) LU TOSES—SEGEIES 77 n—F—], SEEN. (@) WSS - BEfTil
(1992) [HFEEATESGE~UGETI~]. < A LBHIR (5) Stromzwold, K. (1998) “;Analyzing Children’ s Spontaneous Speech,” ;
Methods for Assessing Children’ s Syntax, ed. by D. McDaniel, C. McKee and H.S. Cairn, 23-53, MIT Press. (6) J5 I+l « tPkEE - 4
AT (2016 M) [T = AAX PR E~HiR~] BFFERL. (D) V158 - SRR (2019 MRaR) TERBEE D X 5 122{bd 500
(J5i%% : Joan Bybee, Language Change, Cambridge University Press) , Bitfiftt. EOMMOGRUIHOWTIL, BETT U AT 5,
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“The following articles are to be chosen as the article you are to make oral presentation of: (1) Perlmutter, Davd (1970) “Two
Verbs ‘Begin’

” In Roderick A. Jacobs & Peter S. Rosenbaum (eds.), Readings in English Transformational Grammar. Waltham, MA: Blaisdell,
107-19. (2) Ritter, Elizabeth and Sara Thomas Rosen (1993) ‘“Deriving Causation
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Jackendoff {Z & % Conceptual Structure (CS), Pustejovsky {242 Qualia Structure (QS), Wierzbicka {ZJ 2% Natural Semantic
Metalanguage (NSM) 7 EDSFEOBEMGIELEE U CEATHL, ZIVHITEIC THHMEE « MFsAr) ChRRShTns, Bz, CSid@Elx
FINCFGE LT ET NV THDDIZHT L., QS ITAFDERSIREOETT N ThD, —J7. ITHETIL, Rochelle Lieber ¢ Morphology and Lexical
Semantics (2004, Cambridge UP) O X 21T, WBAFARNIEEX 2 BEMAAREDIRESIV TS, AlFR T, SGECEMEREEE>TIh
HONRKIFFMIDON TS E & I, HEEECT A MyfraiE U CHRERRIETT S, a2 2 &Ik, EsEEeao 2815
L, 7o, BFFEOSHEAXN AN ESEDH T ENTED,

This is a course of theoretical linguistics devoted to semantic decomposition of words. What is “meaning of word” ? Current
popular analytical models of lexical semantics include Jackendoff’ s Conceptual Structure (CS), Pustejovsky’ s Qualia Structure
(QS), and Wierzbicka’ s Natual Semantic Metalanguage (NSM). Notably, these models have been developed based on formally simple
words of a particular lexical category. For example, CS is a model of simplex verbs, while QS is a model of simplex nouns. A more
recent approach is that of Rochelle Lieber’ s 2004 book (Morphology and Lexical Semantics, Cambridge UP), which explores cross—
categorial methods of semantic decomposition. This course offers an introductory overview of these representative theories of
lexical semantics and develops students’ practical skills of analyzing English and Japanese words.

BEERHAE

FHRIILL T OINETTEITT 27 ETH D, (1) Introduction (2) The lexicon (3) What do we mean by meaning?(4) Components and
prototypes (5) Modern componential approaches and some alternatives 1(6) Modern componential approaches and some alternatives
2(7) Meaning variation(8) Lexical and semantic relations(9) Ontological categories and word classes(10) Nouns and
countability 1(11) Nouns and countability 2(12) Verbs, events, and states 1(13) Verbs, events, and states 2(14) Verbs and
time(15) Summary

The course will proceed in the following order of lecture topics. (1) Introduction (2) The lexicon (3) What do we mean by
meaning?(4) Components and prototypes (5) Modern componential approaches and some alternatives 1(6) Modern componential
approaches and some alternatives 2(7) Meaning variation(8) Lexical and semantic relations(9) Ontological categories and word
classes(10) Nouns and countability 1(11) Nouns and countability 2(12) Verbs, events, and states 1(13) Verbs, events, and
states 2(14) Verbs and time(15) Summary

FRRHRi D715 K U
AL AL (HFE, B CORIEY 2RI, MUY A AT OPEERRE L RO LK — M5,

Based on assignments and class activities. Assignments include regular quiz-style exercises and one term—final paper.
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Murphy, Lynne M. 2010. Lexical Meaning. Cambridge: Cambridge University Press
Murphy, Lynne M. 2010. Lexical Meaning. Cambridge: Cambridge University Press
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Please make an appointment by e-mail.
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This is a seminar—style introductory course of linguistic morphology. Morphology is a branch of linguistics that addresses
various aspects of the unit of word and the issue of how abstract grammatical functions and semantic content are mapped to or
realized by perceivable sound forms. This year, we focus on the topic of PhraseWord distinction, carefully reading several
papers assembled in a special issue of the international journal Word Structure. It has three goals: (i) for you to understand
basic concepts and principles of the field and findings from the previous research, (ii) for you to acquire skills to do basic
morphological analysis, and (iii) for you to further develop your skills of reading and writing academic English

R

AERIFEEEATH Y . DNEIINTRE L~ OSMNERD BILD, LLTFO X S 7EF CH#ITT 5 TETH LM, FEEORIUIE T T
EHRISNDAREEGH S, (1) HAQ) FESLELT7—a103) Klinge (2009) BT 2/ FETLELT—va - 2(5)
Schafer (2009) ZBId2E6) AT LELT—223(7) Bucking (2009) (ZRETHIRFT0) ZETLELT—1224(9) Van
Goethem (2009) (2RI 2H(10) 47 LE T — 2 5(11) Gunkel and Zifoun (2009) (ZREd Bt (12) EF 1LY T — g
6(13) Schlucker and Plag (2011) |ZR332H1(14) (15) #fE&{E & HiEE Rl THED 5,

This is a seminar-style course, in which students are asked to make oral presentations and participate in discussion. The
contents and schedule are as follows, but subject to change depending on class circumstances: (1) Introduction(2) Student
presentation 1(3) Discussion on Klinge (2009) (4) Student presentation 2(5) Discussion on Schafer (2009) (6) Student
presentation 3(7) Discussion on Bucking (2009) (8) Student presentation 4(9) Discussion on Van Goethem (2009) (10) Student
presentation 5(11) Discussion on Gunkel and Zifoun (2009) (12) Student presentation 6(13) Discussion on Schlucker and Plag
(2011) (14, 15) Summary

FSGRERTAT D715 B U YE
AR 50% LR (HIE, NIEROUBK, B~ OBIOIEAYY) 504

In—class activities (attendance, presentations, participation in discussion) 50% and Assignments 50%
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LUFOMES R CAFite, Word Structure Vol. 2, No.2 LV (777X MIE) : Bucking, Sebastian (2009) “How do phrasal and

lexical modification differ? Contrasting adjective—noun combinations in German.” Gunkel, Lutz and Zifonun, Gisela (2009)
“Classifying modifiers in common names.” Klinge, Alex (2009) “The role of configurational morphology in Germanic nominal
structure and the case of English noun—noun constellations.” Schafer, Martin (2009) “A+N constructions in Mandarin and the

‘compound vs. phrase’ debate.” Van Goethem, Kristel (2009) “Choosing between A+N compounds and lexicalized A+N phrases: The
position of French in comparison to Germanic languages.” Lingua Vol. 121 &Y : Schlucker, Barbara and Plag, Ingo (2011)

“Compound or phrase? Analogy in naming.”

We read the following articles from Word Structure Vol. 2, No.2 (cited alphabetically) :Bucking, Sebastian (2009) “How do
phrasal and lexical modification differ? Contrasting adjective—noun combinations in German.” Gunkel, Lutz and Zifonun, Gisela
(2009) “Classifying modifiers in common names.” Klinge, Alex (2009) “The role of configurational morphology in Germanic nominal
structure and the case of English noun—noun constellations.” Schafer, Martin (2009) “A+N constructions in Mandarin and the

‘compound vs. phrase’ debate.” Van Goethem, Kristel (2009) “Choosing between A+N compounds and lexicalized A+N phrases: The
position of French in comparison to Germanic languages.” Also, we discuss the following paper from Lingua 121, 1539-

1551. Schlucker, Barbara and Plag, Ingo (2011) “Compound or phrase? Analogy in naming.”

BEY =7 A b
http://ling. human. is. tohoku. ac. jp/change/home. html
http://1ing. human. is. tohoku. ac. jp/change/home. html
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Please make an appointment by e-mail.
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7 Highly—Reliable System Design Prof. Masanori Hariyama
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Fundamentals of highly reliable and safe information system design against faults and errors are presented in the lecture. The
contents include: basic concept on reliability, fault—tolerant technology using redundancy, and highly reliable system design
methodology.

e )

1 [ERAT LOBZSL - BN R 2 BEMEHEOEE (S, MTTFE, 7M7Y 7472L8)3 74— b b7
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=7 MEAET Y7110 VY7 MU =T VAT LHETFE A7 V=7 MERET Y 221 1 D (A MFERE) (kb7 o7
OFEEEIGEREE L 2 TR 7 —FIC LA RAEDN 11 3 1HR L7 7o —FIC LD WA 21 4 ®IEEV AT 255G
DEFITS F&0

1 Background of highly reliable and safe design of information system2 Fundamental of reliability measure (Reliability.
MTTF, Availability) 3 Fault-tolerant design: Static redundancy technique4 Fault—tolerant design: Dynamic redundancy
techniqueb  Fault—tolerant design: Error correcting codes 16  Fault—tolerant design: Error correcting codes 27  Centralized
system and distribution system8 Design methodology for distributed system9 Software—system design: Object-oriented modeling
110 Software-system design: Object-oriented modeling 211 Software design based on TDD(Test—driven development)12 Anomaly
detection based on information engineering approaches 113 Anomaly detection based on information engineering approaches 214 Case
study of a highly reliable practical systeml5 Summary

BRI R U E
HAM I IATIROBAC S 0 A

The score is evaluated by a final examination

2RE - 2E5E
AHHD T DR 5.

Lecture materials will be provided for students
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Under Consideration
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Computer Structures

BERHDOER - BIEEROSER BIES

BUHE, ~A 7 a7 at y HIAEARRR)N D A— =2 U B o — X O DIEE OV CHI S h, BROER s X2 5% —77 /v
V=L LEST 65, AR, 3V a—F DAL ZORFFEDIIEOWCGRRT 5. I Ea—FDIAMES, Hmen
REE, #kans, BT, 7rtoV7—%77F v (T SREHHD), A TTA AP K DEtEREL, ISR EOBEEED
T, "—RUxT eV T NI 2T DA L F T =— AT DERA DD = L 2 AT 5.

The microprocessor is considered to be a key technology in present—day information society — its applications are ranging from
embedded systems to high—end supercomputers. The course will introduce the basic organization of computers and their design
principle. The goal of this course is to learn the fundamentals of computers, performance measures, performance evaluation with
benchmarks, machine languages, computer arithmetic, processors (with datapath and control), performance enhancement through
pipelining, and application case studies, resulting in better understanding of the basic concept of hardware/software interface

e )

1. A Pa—XOHARMES (BLirR) 20 v Ea—FOMRERES. N F~—7 ZLAMREH 4. BaEOFE O~— Ky =7
LIT NI =T DA BT 2—2R) b HBEEOREME (N— RO =TT 5 FmEIFOH LOYR— ) 6. EfkSai) DGR ~DZH 7.
arVa—XOEE MR 8 arva—#oEkE (FEVMNUREE) 9. ety d Ao <) 100 Tyl (AT
TAIN~0) 1. A TTA L HAGTMRERLE O T T4 BOED) 12, A T T4 U EAWIMERER | (=232 75
A0 130 A=A N T LB T T A R4, ZOMOEMREETE 5. <A 7 n T kY OEREE IS

1. Fundamentals of Computers (Historical Perspective)2. Performance Measures for Computers3. Measuring Performance with
Benchmarks4. Fundamentals of Machine Language (Hardware/Software Interface)5. Fundamentals of Machine Language (Supporting
Procedures in Computer Hardware)6. Translating High-Level Languages into Machine Codes7. Computer Arithmetic (Integer
Operation)8. Computer Arithmetic (Floating—Point Operation)9. Processor (Single—Cycle Machine)10. Processor (Multi—Cycle
Machine) 11. Enhancing Performance with Pipelining (Overview of Pipelining)12. Enhancing Performance with Pipelining (Pipelined
Datapath) 13. Superscalar and Dynamic Pipeliningl4. Other Techniques for Performance Improvementl5. Practical Microprocessors and
Their Applications

FGRERH D 71 R UL YE
AR - LA R GIED + BRI SIS ERAITTHIT 5.

Evaluated based on the results of final examination, home assignments (three times) and record of attendance

BRE - 3EE

TAEY KA RE—=Yr, Par L ~Fi—, ArCa—ZOMRLRE~N—RFU=T& Y7 =T DA 27 =—A, HFEBP
o

David A. Patterson and John L. Hennessy, Computer Organization and Design: The Hardware/Software Interface, Morgan Kaufmann
Pub.

BEY = 7% A b
http://www. aoki. ecei. tohoku. ac. jp/lecture/CS/
http://www. aoki. ecei. tohoku. ac. jp/lecture/CS/
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students can contact the instructor via email.

Z DA,

PEERR GRS NAEEE RN T 272 T, BRSNS 7 v MK VEEENERZ BT L. D720 ~ATTR, RVBNDHDH
T

students are required not only to submit class assignments but also to review each class using handouts. The lecture is
challenging and hard, from which students can learn many.
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Cryptology ISOBE
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The purpose of this class is to overview the fundamental theory of cryptography and information security.We first study some
preliminary theory including the elementary number theory, algebra and computational complexity.After that, we study the main
topics of this class: that includes number—theoretic public—key cryptographic schemes such as RSA and Diffie-Hellman s key
exchange, and zero—knowledge proofs.

EE i)

L AV TF—varvo Avrhadrval: BEEPEROEARR 3. B (D) ((ECROIEIED 4. (IR Q) (oD
HAEEER) 6. RICTEIRE () (WG 6. (ECTHAE () (IRENVRRT 7D 7. BEC SR S < AR (1) 8. HfBoEk
MR B D < AR5 (2) 9. SRR RIS < ABREERE 5 (1) 10, SRR S < ABEER = (2) 1. KB BId
DIHANE XI5 12. BaiRGEH 13, fFHREx= VT 11 Eﬁ?‘éﬁwﬁ@ﬁﬁiﬁ D14, X = )T 1B 2 ha0REH (2) 16, FREHET

1. Course Overview2. Introduction to Cryptology3. Algebra (1) (Fundamentals of algebraic structure)4. Algebra (2) (Fundamentals
of algebraic structure)b. Algebra (3) (Elementary Number theory)6. Algebra (4) (Some Cryptographic Primitive Problems)7. Public—
Key Cryptography: Discrete LogarithmBased Schemes (1)8. Public—Key Cryptography: Discrete LogarithmBased Schemes (2)9. Public-
Key Cryptography: Factoring—Based Schemes (1)10. Public—Key Cryptography: Factoring-Based Schemes (2)11. Security Notionsl2.
Zero—Knowledge Proofsl3. Current Topics on Information Security (1)14. Current Topics on Information Security (2)15. Term Paper
Assignments

Wﬁﬁﬁ@ﬁ&&@%@
SR L AR — MZ L 5. HRITBE SN2,

The course grade w111 be evaluated by the term paper. Attendance records will not be taken into consideration.

BRE - 3EE
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There is no specific textbook for the class. Literatures strongly related to this course will be introduced at the first
lecture. Some handouts on selected subjects will be provided.

BEHE Y = 7 A |k

174x79—(ﬁ%7%ﬁﬁ)
FRSET 7200, AWK AERITZIHNT 5. ET2, WROMERH LGS A—/VTHET 5. 7 FLAYIEZETH R 5.
Although regular office hour are not arranged, you can send e-mail to the specified address for your question. Visit by
appointment is possible. The e-mail address will be given at the first lecture.
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Probability Models Reika Fukuizumi G
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Probability models are essential in mathematical analysis of random phenomena. In these lectures, we focus on Markov chains as
basic models of random time evolution. Starting with fundamental concepts in probability theory (random variables, probability
distributions, etc.),we study fundamentals on Markov chains (transition probability, recurrence, stationary distributions, etc.).
Moreover, we overview random walks, birth—and-death processes, Poisson processes, and their wide applications. Background
knowledge on elementary probability is required
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1. Introduction2. Random variables and probability distributions3. Independence and dependence4. Markov chainsb5. Transition
matrices6. Stationary distributions7. Topics in Markov chains I8. Topics in Markov chains 119. Topics in random walks I10. Topics
in random walks IT11. Galton—Watson branching processesl2. Poisson processesl3. Queuing theoryl4. Brownian motion — An intuitive
introductionlb. Summary

FGRERH D71 B UL YE
e A TR U T L R

submission of a report on the problems shown during the lectures.

2RE - 25E
FRMHD) : MR 7 B, L,

A text book or references will be introduced in the first lecture.

BEHE Y = 7 A b
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Please send me an e—mail.
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The most important means of communication are the languages that we use everyday, like Japanese and English. This course
provides an introduction to the natural language processing technology that is used to extract and process the information and
knowledge communicated via languages, focusing on basic technologies ranging from morphological analysis, syntactic analysis and
semantic analysis to linguistic knowledge acquisition. The course is given mainly in Japanese with lecture slides and material
written in English.

BEERE
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1. Introduction2. Classification3. Part—of-speech tagging4. Syntactic parsingb. Statistical parsing6. Features and
unification?. Representation of meaning8. Computational semantics9. Computational lexical semanticslO. Computational discoursell.

NLP Programmingl2. NLP Programmingl3. NLP Programmingl4. NLP Programmingl5. NLP Programming

FGRERH D I7IE B OB HE
HENOBEE . AL — b (FusT 7 - 60k

Exercises (in classroom): 40%Final report (programming project): 60%

BRE - 3EE

Jurafsky, Daniel and Martin, James H. Speech and Language Processing. Prentice-Hall, 2000 (2nd Edition only!); Bird, Steven et
al. Natural Language Processing with Python. Oreilly & Associates Inc., 2009

Jurafsky, Daniel and Martin, James H. Speech and Language Processing. Prentice-Hall, 2000 (2nd Edition only!); Bird, Steven et
al. Natural Language Processing with Python. Oreilly & Associates Inc., 2009
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http://www. cl. ecei. tohoku. ac. jp/index. php?CommunicationScience
http://www. cl. ecei. tohoku. ac. jp/index. php?CommunicationScience
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Office hours are from 10:30 to 17:00 on Thursday. Make an appointment in advance via email. The contact information for the
lecturer will be given in class.
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1. The differential equations play a very important role in physics and engineering. In this lecture, sutudents study some
ordinary differential equations of a complex variable, some partial differential equations and the method of Green’ s function on
the basis of the contents studied in the undergraduate course for the differential equations.?2. The main topics are as follows :
integral representations of solutions for second order ordinary differential equations of a complex variable, partial
differential equations, heat equations, Laplace’ s equation, Poisson’ s equation, the eigenvalue problem of partial differential
equations and related Green’ s function method and so on.3. Students study those topics by keeping application to engineering in
mind, along with their fundamental concepts.

BT

% 1[5 2 B E O TR OMEEoR R 1 552 [F] 2 BERIEEMO R OREEE~iE 11 25 3 0] Legendre Oy Iifell MG it 5
4 [8] Bessel Doy /ifeEMEE i 55 5 [a] HSisy iR L GIRBUBR MO HREXORBE iR 25 6 0] 2 BESEMUY ifelofdsr sk
TFAE 457151 Legendre OO SEEADRUIZTAE 558101 Bessel OMUITERADBOZ I 59 [l RO SEADRY R 55 10
BT TR OORE Y PO 11 [B] Green PO FEAZ M 5 12 8] Laplace JFER3S LN Poisson 2R Green A% 45 13
Helmholtz J5FE0> Green BEEX %5 14 [8] SturmLiouville HFE0D Green BHEK S 150 L LT A b

1st Linear ordinary differential equations of second order and solutions in power series I 2st Linear ordinary differential
equations of second order and solutions in power series II 3nd Legendre’ s equation and solutions in power series 4rd Bessel’ s
equation and solutions in power series 5th Hypergeometric and confluent hypergeometric equations 6st Integral representation of
solutions of linear ordinary differential equations of second order 7th Integral representation of solutions of Legendre’ s
equation 8th Integral representation of solutions of Bessel’ s equation 9th Integral representation of solutions of
hypergeometric equationlOth Integral representation of solutions of confluent hypergeometric equationllth Fundamental properties
of Green’ s function 12th Green’ s function of Laplace equations and Poisson’ s equations 13th Green’ s function of Helmholtz
equations 14th Green’ s function of Sturm-Liouville equations 15th Summary and Examination

FBARRHl DI O HE
BBl T Ak (80%) & L7R— k (20%) 2 A L G-l 5.
Evaluation is performed comprehensively based on final examinations (80%) and submitted reports(20%).
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HEEE « VIS | B8 - STEERR s i, HNZHAK - E. T. Whittaker and G. N. Watson: A Course of Modern Analysis,
Cambridge University Press. *R. Courant and D. Hilbert (GIEEFIRERR) : SR EO L 1-4%, BRXE - AFfe, MHIEE, g
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1) E. T. Whittaker and G. N. Watson: A Course of Modern Analysis, Cambridge University Press.2) R. Courant and D. Hilbert:
Methods of Mathematical Physics (Wiley Classics Library), John Wiley & Sons.
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#3¢ Webpage http://www. smapip. is. tohoku. ac. jp/ kazu/ODE/2019/3#3%/ — bk
http://www. smapip. is. tohoku. ac. jp/ kazu/ODE/2019/0DE2019. pdf

Webpage of the present class http://www. smapip. is. tohoku. ac. jp/ kazu/ODE/2019/Lecture Note (in Japanese)
http://www. smapip. is. tohoku. ac. jp/ kazu/ODE/2019/0DE2019. pdf

F7 4 AT U— (ERFIREREH])
B A—L (kazu [at mark] tohoku.ac. jp) IZTTAA LV bk ofc LTRETHZ L.
students should visit the office after taking an appointment by email (kazu [at mark] tohoku.ac. jp).
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Differential and integral calculus, complex analysis and Fourier analysis are necessary as background knowledge. This lecture is
presented in Japanese. The session time is limited and therefore self-directed learning of about two hours is important.
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Computer Vision
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Acoustic Information Science
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In information processing systems and communication systems, human being plays a very important role as the generator and
receiver of the information. Therefore, to realize good systems, good knowledge of human information processing is necessary.
Among various senses, hearing is one of the most important modes and play an important role in our everyday—life communication;
we receive various information from sounds. In this lecture, basic features of human perception, particularly basics of hearing
perception are first introduced. Then, some advanced and comfortable acoustic communication systems based on the good knowledge
of hearing are introduced. This lecture will be given in Japanese
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1st The history of acoustics2nd Sound and Measurement3rd Human Auditory System and Psychophysics4th Physiology of Hearing (I):
External Ear and Middle Ear5th Physiology of Hearing (II): Inner Ear6th Phycoacoustics (I): Hearing Loss, Loudness, Masking
Pitch and Perception7th Phycoacoustics (II): Binaural Hearing and Spacial Perception8th Advanced Audio Systems: Auditory
Display9th Multimodal Perception and HearinglOth The characteristics of speech sound and basis of audio/speech codingllth
Advanced audio/speech coding techniquel2th Speech enhancement and array signal processingl3th Automatic speech recognition and
synthesisl4th Music information processingl5th Summary

FRERHT O 5K OV HE

HFER KOV R— N 2Aam CEECRMET 2. A&IaE, BEE 2B L EOHEE, K¥EPAEL LTSS LWMEEIToT-LAR— M3
WChDH.

Student’ s presence at the lectures and the submission of papers on specified topics are roughly evenly evaluated. Around 2/3
of presence at the lectures is required. The paper should describe good condiderations on the given topics.

HRE - SEE
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Instructions will be given at the first lecture.
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http://www. ais. riec. tohoku. ac. jphttp://www. spcom. ecei. tohoku. ac. jp
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Friday, 17 : 00~18 : 00 (Making an appointment is strongly reccomended)
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Roger French, Prof. Case Western
| 24 Information Technology Fundamental Reserve University, USA

7 Information Technology Fundamental Roger French, Prof. Case Western
Reserve University, USA
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The objective of the course is learning fundamental knowledge of data science and the steps in a complete data analysis,
spanning from the data science question and dataset requirements, to analysis and reproducible codes and reporting. Using open
source research tools such as R, Rstudio IDE, R Markdown and LaTeX to develop reproducible data analyses using a literature
programming approach, along with Git and Slack as collaboration tools, students will learn data cleaning methods, exploratory
data analysis, statistical and machine learning, data—driven modeling and prediction of real-world and lab-based datasets. The
steps in a data analysis, including variable and model selection, uncertainty propagation, training and testing will be
developed. Also, statistical and machine learning methods like logistic regression, neural networks, support vector machine,
cluster analysis and tree-based methods will be introduced.
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Class will be held from May 29 to July 26. May 29(Wed), 31(Fri)June 5(Wed), 7(Fri)June 12(Wed), 14 (Fri)June 26 (Wed),

28 (Fri) July 3(Wed), 5(Fri)July 10(Wed), 12(Fri)July 17 (Wed), 19(Fri)July 24 (Wed)— Wednesdays 4th slot (14:40-16:10)- Fridays 3rd
slot (13:00-14:30)
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Based on an 5 lab—exercises and 1 in—class final examination.
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1. Roger Peng, Exploratory Data Analysis With R, 20152. David M. Diez, Christopher D. Barr, and Mine Cetinkaya—Rundel,
OpenIntro Statistics 3rd Ed, 2015 (Open Access pdf available)3. Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani,
An Introduction to Statistical Learning: with Applications in R, 2013 (Open Access pdf available)4. Garrett Grolemund, Hadley
Wickham, R for Data Science, 2017 (on—line version available)5. Francois Chollet, J. J. Allaire, Deep Learning with R, 2018.

1. Roger Peng, Exploratory Data Analysis With R, 20152. David M. Diez, Christopher D. Barr, and Mine Cetinkaya—Rundel,
OpenIntro Statistics 3rd Ed, 2015 (Open Access pdf available)3. Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani,
An Introduction to Statistical Learning: with Applications in R, 2013 (Open Access pdf available)4. Garrett Grolemund, Hadley
Wickham, R for Data Science, 2017 (on-line version available)5. Francois Chollet, J. J. Allaire, Deep Learning with R, 2018.

BEHE Y = 7 A b

AT 4 AT U — (ERkFTRERHH)
REE. SFRNC A —/LCTHERE L CTL7Z&V. A—/LT KL : gpds_office@is. tohoku. ac. jp
Any time. Make an appointment in advance via e-mail.Mail: gpds_office@is. tohoku. ac. jp
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Please bring your laptop at the training class. If you do not have your own laptop, please tell us in advance.
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In this subject we will use programming to solve scientific problems. We will discuss how to take advantage of the computation
capacities present even in common-use laptops to help us solve practical questions. Special emphasis will be given to computer
vision applications using the openCV library (Python bindings). The algorithms discussed will be introduced from their
theoretical description up to their practical implementation using real data. In the last part of the course, theoretical
foundations for deep—learning-based extensions of the algorithms considered will be presented

In this subject we will use programming to solve scientific problems. We will discuss how to take advantage of the computation
capacities present even in common—use laptops to help us solve practical questions. Special emphasis will be given to computer
vision applications using the openCV library (Python bindings). The algorithms discussed will be introduced from their
theoretical description up to their practical implementation using real data. In the last part of the course, theoretical
foundations for deep—learning-based extensions of the algorithms considered will be presented
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The course will be divided in five teaching days, each with three sessions.Day 1 [December 23 (Mon) : 13:00-17:50]Python
Programming review— Basic programming concepts review (variables, functions, loops...)— Python syntaxDay 2 [December 24 (Tue) :
13:00-17:50]Program Modelling and Experimental algorithms.— Problem Formulation, formalization and implementation.— Finding
answers: Experiment definition, interpretation of Results.Day 3 [January 6 (Mon) : 13:00-17:50]Computer vision algorithms 1-
Morphological operators— Blob detectors — Automatic Handwritten Kanji detection.Day 4 [January 7(Tue) : 13:00-17:50]Computer
vision algorithms 2- Feature Detectors.— Feature Matching/Tracking. — Applications for video processing. Day 5 [January 14 (Tue) :
13:00-17:50]An introduction to Deep Learning for Computer Vision.— Brief introduction to Ai.—- Deep learning, what, why, how.—
Applications: Image classification/segmentation.

The course will be divided in five teaching days, each with three sessions.Day 1 [December 23(Mon) : 13:00-17:50]Python
Programming review— Basic programming concepts review (variables, functions, loops...)— Python syntaxDay 2 [December 24 (Tue) :
13:00-17:50]Program Modelling and Experimental algorithms.- Problem Formulation, formalization and implementation.- Finding
answers: Experiment definition, interpretation of Results.Day 3 [January 6 (Mon) : 13:00-17:50]Computer vision algorithms 1-
Morphological operators— Blob detectors — Automatic Handwritten Kanji detection.Day 4 [January 7(Tue) : 13:00-17:50]Computer
vision algorithms 2- Feature Detectors.— Feature Matching/Tracking. — Applications for video processing.Day 5 [January 14(Tue) :
13:00-17:50]An introduction to Deep Learning for Computer Vision.— Brief introduction to Ai.— Deep learning, what, why, how.—
Applications: Image classification/segmentation.

R HI D ¥R O

After each session a programming assignment or essay will be handed to students. These assignments will need to be completed
within one week

After each session a programming assignment or essay will be handed to students. These assignments will need to be completed
within one week.
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The course will be based on code provided in class or internet tutorials for some of the algorithms. A basic programming
proficiency is expected. The initial sessions of the course will be partially dedicated to introducing Python syntax.

The course will be based on code provided in class or internet tutorials for some of the algorithms. A basic programming
proficiency is expected. The initial sessions of the course will be partially dedicated to introducing Python syntax
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Fumihiko Imamura , Yamakawa Yuki
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Time Series Analysis
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Aim at the lecture is to learn the foundation of the spectrum analysis for the time series data to change irregularly as a
basic technique of the time line analysis. Put the fundamental items of the spectrum analysis in order at the first half and give
a lecture of the way of actually asking a spectrum at the latter half. Everyone faces problem and makes use of a spectrum. A goal
for a lecture is attained by learning the above

e ]

BAERHI DR O
RS « T 4 A v a . LAR— NCEGEERHE. AFF60 LR AR E T 5.

Evaluated from Report, presentation, and discussion
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1. Structure Eng. : the spectrum analytic initiation of new, Kashima publication and Osaki2. Water Eng : spectrum analysis,
Asakura bookstore and Hino3. Information : of the time series analysis actually III, Asakura bookstore and Kitagawa4. General
purpose - the adventure of Fourier HIPO family club
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http://www. tsunami. civil. tohoku. ac. jp/hokusai2/class/spec/index. htmlID LUV AT — R73A3E
http://www. tsunami. civil. tohoku. ac. jp/hokusai2/class/spec/index. htmID and Password are required
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The shock of the 2011 Tohoku earthquake and tsunami prompted us to reflect upon many serious problems. In this lecture we study
two great thinkers of the 20th century, Martin Heidegger and Hannah Arendt, to prepare ourselves to make fundamental observations
on the crises of the modern world
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1. Introduction2. Heidegger on Atomic Power3. Arendt on Atomic Powerd. Being—towards—Death I5. Being—towards—Death 116. On
Generativity 17. On Generativity II8. The Problem of Generation I9. The Problem of Generation II10. The Problem of Generation
IIT11. On Revolution I12. On Revolution I113. 10n Revolution I1114. On Revolution IV15. Summary
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Presentation and Participation to class dlscusslons = 50%Final essay = 50%
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Handouts to be delivered in the classroom
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Read the related texts carefully before & after the classroom.
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Critical thinking has recently become one of buzz words even in Japanese educational field. Critical thinking is the skill to
interpret, analyze and evaluate ideas and arguments. By learning critical thinking, we will be able to present our own opinions
or thoughts more adequately and to communicate with others more purposefully. This class aims to improve those skills through a
questions and answers session about several themes, for example, symbolic logic, scientific reasoning, social scientific
arguments, newspaper comments, and so on
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(1) Introduction — What is critical thinking?(2)From a viewpoint of propositional logic (1) (3)From a viewpoint of propositional
logic (2) (4)From a viewpoint of predicate logic (1) (5)From a viewpoint of predicate logic (2) (6)From logical thinking to critical
thinking (7) Analysis of natural scientific reasoning (1) (8)Analysis of natural scientific reasoning (2) (9)Analysis of social
scientific reasoning (1) (10)Analysis of social scientific reasoning (2) (11)Analysis of human scientific reasoning (1) (12)Analysis
of human scientific reasoning (2) (13)Practical application of critical thinking (1) (14)Practical application of critical thinking
(2) (15) Summary
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Evaluation is performed comprehensively based on class participation (70%) and presentation about your research field from a
viewpoint of critical thinking (30%).

EHE - BEE
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Handouts are provided, when needed. Note:The materials for discussion are in Japanese.
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http://www. is. tohoku. ac. jp/introduction/laboratories/hsis/his_pla. html
http://www. is. tohoku. ac. jp/introduction/laboratories/hsis/his_pla. html
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The office hours are from 16:00 to 17:00 on Wednesday.Make an advance appointments via e-mail.

Z DAt
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Students are required to prepare and review for each of the assigned themes.
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2 FH An Analysis of Verbal Expressions in Yoshiki Ogawa, Akira Kikuchi, Akiko Bz
Linguistic Communication Nagano
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This class is designed so that you can learn how to improve your ability of English reading and writing on the basis of the
understanding of general rules that govern the syntax and semantics of natural language, i.e. the so—called “grammar” . More
concretely, after the introduction of general linguistics that helps you understand the syntactic, semantic, and morphological
structure of English and Japanese, you are assigned exercises of English reading and writing that contribute to the improvement
and sophistication of your skills of communication in English in the context of academic activities.
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YEEOMER E AAGEOBEAER 4. JSEORATR) « At & AAGEOI AL R - thisiah] GERDS AR B SSEOSTERRG & 0%t
JERIER) 5. SUALEBRSGEOR Y ST 6. IS LRI 7. BRI (R & BRI T 2 2 LIS KD EMOFENERNR, Bl & inel
BRZR L) 8. SEifEhi & i (SHBEEOREAR, “H AL S8k~ 2= 9. BRI/ SZ —2 T (FHZ that HRORERE%Z &
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In this class, the three teachers, who major in syntax, semantics and morphology, pick up various topics in English grammar
which they consider are linguistically important but which Japanese learners of English tend to be poor at. Texts for exercise
will be taken from various linguistic corpora, which include novels, spoken English, journalese, academic publications, and so
on. The students are assigned to translate them into Japanese or translate Japanese into the English of which the corpora data
are models.

The first class is an orientation. Yoshiki Ogawa will teach the second to sixth classes, Akira Kikuchi the seventh to eleventh
classes, and Akiko Nagano the twelfth to fifteenth classes.

1. Introduction

2. The Mirror Image between English and Japanese

3. Phrasal verbs in English and Compound Verbs in Japanese
4. Adjectival and Prepositional Phrases in English and Adjectival Nominal and Postpositional Phrases in Japanese
5. How Modern English Is Derived via Grammaticalization

6. Information Structure and Inversion

7. Adverbial Clauses

8. Coordinate structure and Comparatives

9. Patterns of Verbal Complements I

10. Patterns of Verbal Complements II

11. Relative Clauses

12. Nouns and Articles

13. Pronouns and Pro—forms

14. Word Formation: Naming vs. Recategorization

15. Vocabulary: Germanic vs. Latinate Expressions

FARR A D51 B OV
BT 5 BRI H K X BTRO LA | CRATHIT 2,

By evaluating students’ activities in class and their term papers.
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No textbooks are used. References will be mentioned in the course of the class
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http://ling. is. human. tohoku. ac. jphttp://corpus. byu. edu/coca/?r=yhttp://1ling. human. is. tohoku. ac. jp/change/home. html
http://ling. is. human. tohoku. ac. jphttp://corpus. byu. edu/coca/?r=yhttp://ling. human. is. tohoku. ac. jp/change/home. html
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Please make an appointment with either of the three lecturers by e-mail.
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You will learn some fundamental micro—economics in this course. You are expected to be able to apply microeconomic theory when
watching various issues and data in the real world. Level of this course is standard for graduate school, and students
participating the course are required to understand microeconomics of under graduate level.
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LAY agyvay 2. 8RR E SR IMEDS. AR KAb & Sty IMU@A. HEsH A OmEHERL & = DI 5. HHEBFHFERA LY ¥
— gL 6. THERE RIS 7. 34 TE) & A= PERIR DS, 1n3E(7Hh & AEPERTER@0. (3 T8 & R 10, 30 5 & Fe 44 11, B 12, —
JEESI 13, — PRI @14. SR & AT 15, WIAGATR

1. Introduction 2.Utility maximization and cost minimization(D3.Utility maximization and cost minimization@M4.Comparative
statics@: Envelop theorem and its application5. Comparative statics@):Slutsky equation6. Consumer surplus?.Production)
8. Production@9. Cost functionl0.Monopolyll. 0ligopolyl2. General EquilibriumD13.General Equilibrium@)14.Externality and Public
goods15. Examination

FGERHmOTT 5K UELTE
WAGUR 60%) LT A b (10%), HBHH (+a) ICXDIRARICHINT 2

Evaluation is comprehensively performed based on short term exams(40%), term examination(60%) and homework (+ ).
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PEATFORE, 1990. X7 midiy, HUFRREI IR - CGlgaEn 5, £7213A. Mas—Colell, M.D. Whinston, J.R. Green, 1995.
Microeconomic Theory, Oxford University Press ZHEAL TH LV,

Main textbook is “PHATFUEE 1990. I 7 wikds, WIERSHHITRFL ” However, you can use following one written by MWG if you don’
t understand Japanese or if you want to study more superior theory. A. Mas—Colell, M.D. Whinston, J.R. Green, 1995. Microeconomic
Theory, Oxford University Press
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4 Socioeconomic Network Analysis Assoc. Prof. Naoya Fujiwara o

BERHDOER - BIEEROSER BIES

IR, BB I OMRRICEN T, Xy hU—7 L LTEREENA LONREL RHZESN TS, Fi2, TRbOFRy hT—ZIZBWT, A
EL UL MR —L 7 ) —PRIRE SN A ERREIZREG MR ST Y . MRy MU — 7RI L TN 5508773 21 i AN el
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Recently, it turned out that various natural and social systems can be described as networks. Universal phenomena such as small
world and scale free properties have been observed in such networks, and a research field called complex network science has been
developed in the 21st century. In this lecture, we study basics of the network analysis and discuss socioeconomic phenomena that
networks play important roles.

EE i)

(1) & 2y b= REEE Ry hT—7OR(©2) 1y NT—7 OHFQR) Ry NU—7 OFf#EWA) > b T —7 OREFEG)
Wty hT—27 (6) AE—NT— /L KRy NT—2 (1) Ar—nNT7U—Fy hT—27 @) v hT—7 OERETN(9) 2 2=7 ¢ flitH (10)
ZFv NU—7 FOBRGEE (1) (1) ry NU—27 LOEGERE 2) (12) #SBE5RICBT 53y hU—2 (D) (13) fSBFRICET 531y b
U—2 (2) (14) HESRERICBIT 53y FU—2 (3) (15) LD EAKDOEY

(1) Introduction: Network science and examples of networks(2) Mathematics for networks(3) Quantifiers for networks (4)
Visualization of networks(5) Classical networks(6) Small world networks(7) Scale free networks(8) Generative models for
networks (9) Community detection(10) Dynamical processes on networks (1) (11) Dynamical processes on networks (2) (12) Networks in
socioeconomic systems (1) (13) Networks in socioeconomic systems (2) (14) Networks in socioeconomic systems (3) (15) Summary and
future perspectives

FERHloD 7 K O HE
LaR— MR L OBEEHIRIC XL D,

Report tasks and class attendance.

BRE - 3EE

BHHEE L7V S, A -L. Barabasi and M. Posfai, “;Network Science” ; (Cambridge University Press, 2016) 72 & Z3iiA CuEE R
HTENEELLY,

The textbook is not specified, but it is recommended to read related books such as A.-L. Barabasi and M. Posfai, “;Network
Science” ; (Cambridge University Press, 2016).
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2pm—3pm on Wednesdays
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nformation Literacy Studies Tatsuya Horita, Shunichi Kubo

REFBOHR - BER USSR B RS
AGERL, TN R A DHRITIBN T AL U L 70D E#D 77 2 — ) 12OV TG %, THREIR ORI X 2435
AL, KDHNDRIIDEUANT, FHIDL I 2o <MOAFHET DAT A THF Y PO ATV v B fa?ofb\<’f§$ﬁ*?° MasA 2 e
2—DEE, AT47T & LD~ HDRIT « Gihla Eaibt e L, AT 4 7 OBUNGIZHTHRY 77 2 —DOEF EEDERRDH Y T
ONTHEm LTS, figeDB Y, AT 4 TP L7 A FOBRIAME, HETHANZHEDT A AT vy a v %1TH, 728, 1E
WY T T B DR R P SRR
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7 English Presentation Intensive Steven John Bretherick Hn

REFHHOER) - BEER O B RS

Look at the English page.

This class will allow students to master the techniques necessary for giving effective presentations. Successful students will
be able to 1) plan, write and deliver an approximately 10-minute presentation on a technical topic 2) listen to, analyze and
evaluate contents of presentations given by others. Students will practice how to consider needs of their audiences when planning
and designing a presentation, and how to refine ideas to be “;worth sharing.” ; Students will also practice basic techniques
such as body language, eye contact, and intonation. In addition, there will be practice in spontaneously asking and answering
questions. To achieve these objectives students will: 1)View videos of presentations that explain how to give a good presentation,
and presentations that model how to explain difficult ideas to general audiences. 2)Give two presentations to the class, as well
as participating in various speaking exercises. 3)Watch and analyze videos of their own presentations and those of other
students. 4)Participate in question and answer sessions after each presentation

BT

Look at the English page.

Day 1

? Introduction & Orientation — Review Course goals

? ”TED’’ s secret to great public speaking” — learn basics of presentation from the best presenters on earth

? Self-Introductions & Introducing a Colleague — How to introduce yourself to a group; how to introduce a colleague

Day 2

? Practice Presentation & Evaluation — Present a self-introduction

? Practice gestures and eye contact”

? Presentations by specialists — Analyze TED talks by specialists, given to general audiences. How do they talk to an audience
that doesn’’ t know their topic?

? Presentation about special interest — Brainstorm and begin preparing a presentation about a hobby or other special interest

Day 3

? Practice Presentation: special interest — Present about special interest.

? Outlines and Storyboards — Review techniques for capturing ideas; how to make a presentation tell a story; how to storyboard
a presentation

? Final presentation: outline — Develop idea and outline steps in final presentation; discuss in groups and identify audience
“blind spots”

Day 4

? Slide design — Review and discuss principles of good slide design, and use of props;

? Rehearsal and revision — Discuss final presentation outlines; develop slides; rehearse in groups

Day 5

? Final Presentations — Present to class about research area; presentations videotaped and reviewed; question—and answer from
other students

? Review of course

BRI AR O HE

Look at the English page

? Final Presentations — Present to class about research area; presentations videotaped and reviewed; question—and answer from
other students

? Review of course

2RE - 2EE

Look at the English page.

1. There will be no textbook. The teacher will provide handouts in class.

2. The teacher will provide videos to watch, including (but not limited to) selections from those on these pages:
https://www. ted. com/playlists/574/how_to_make_a_great_presentation

https://www. ted. com/playlists/171/the_most_popular_talks_of all

BEY = 7 A b
Look at the English page.

https://www. ted. com/playlists/574/how_to_make_a_great_presentation
https://www. ted. com/playlists/171/the_most_popular_talks_of all
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Internships in private companies and government agencies are offered as training opportunities for information sciences.

e ]

FGHRERHm D 7Y K O E

2RE - 2EE

BEY = 7 A b
TEHEFIR (17— TBHRERH P CANFRE)  http://www. is. tohoku. ac. jp/jimu/intern/intern. html
GSIS Internship HP (Not English)http://www. is. tohoku. ac. jp/jimu/intern/intern. html
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Internships in private companies and government agencies from overseas are offered as training opportunities for information
sciences.
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special Lecture I on Information Sciences Prof. H. Nishimori, Prof. K. Tanaka

Asso. Prof. M. Ohzeki

1 28 G

BERHDOER - BIEEROSER BIES

A TR B R 2R T T 7 4 VBT NANS— A TS B 72O DFHHE & 72 A IR TE & T ORI E %
R L2 BN ET 5. BNICIE, AV ST RAET VRN WD _REEFOGREE L ZOFEHEEIC OV THER L, BIEOMESR)
HIEHBN ED LIRS DD E R TN Fiz, TG 17ACBT D @B L SV HESEEER D — > Th DR T
W, TERDHEEMAREZNENT D & & blg, AN—RET U U Z BT D51 Approximate Message Passing 7 /L= U R AT OWT HFEA
T5. AT RO EBICBET 2EMRE RO H Z & T, T A T AR AR IS AHERN ST T 4 IVET MIL BT IV
Y XD X)L & 2 OFE T REL BT 5 2 LS S 5.

This lecture aims to understand some useful computation methods in statistical machine learning theory and statistical
properties of probabilistic graphical models. .Especially, we will review the latest computational techniques for spin glass
models and their statistical properties, and look at how they are applied to current probabilistic information processing. We
also outline the conventional theory of belief propagation methods, which is one of the advanced mean—field theory in statistical
mechanical informatics. Moreover, we introduce the latest approximate message passing algorithm developed in sparse
modeling. Students are expected to acquire algorithm construction skills and statistical analysis methods using probabilistic
graphical models in solving some problems for data sciences by deepening their understanding of the above items.

BEERE

Part T (FHY : PUEAFHREBED 5 1 1] : AL 7T R L ZONEGHERER 2 0] . V7Y ASFRIEOREVE 3 18]« 77—l K UNE #RleE &
OBSE#E Part 11 (FHXY - [HAFI2Zd2) 5 4 [B] : fedsiE L HERN 7 T 7 4 IIVET VOIRERFET1F) 85 5 8] MR EiE L ek s 7 7
A TDVET VOGRS () Part TIT (R AKBIEZ#EHER) 6 [0 : A v— (&l (Approximate Massage Passing) 7/ XA & A
IN—=2ZFEFT Yo7 (D)FETE : A v— a6 (Approximate Massage Passing) 7V AL ZX—ZFF Y 7 ()58 A] 1 A v— s}

(Approximate Massage Passing) 7/L- U XL E A X—2FF Y L7 (3)

Part T: Prof. H. Nishimorilth: Spin glass and its mean—field theory2nd: Replica symmetry breaking3rd: Gauge symmetry and its
relation with information sciencesPart II: Prof. K. Tanaka4th: Statistical Mechanical Informatics for belief propagation method
and probabilistic graphical models (1)5th: Statistical Mechanical Informatics for belief propagation method and probabilistic
graphical models (2)Part III: Asso. Prof. M. Ohzeki6th: Approximate message passing algorithms for sparse modeling (1) 7th:
Approximate message passing algorithms for sparse modeling (2)8th: Approximate message passing algorithms for sparse modeling (3)

FGRERHT D71 K Ukt
LA ME & 0 BRI S 5.

Evaluation is performed comprehensively based on submitted reports

BRE - 3EE

BHEXER S M - ARG OVGHERY, SHREE, 2005, BEATe: A YL 0T AT L IEHSRHE, A, 1999, TS,
KEEY, ZHZM, B BEEROTHEET Y v 7 —WRNT T 7 A ANVET N EAR—RET ) I Inb0T 7 a—F—, Il
i), November 2018 (ISBN978-4-320-11123-3).H. Nishimori and G. Ortiz: Elements of Phase Transitions and Critical Phenomena (Oxford
Graduate Texts), Oxford University Press, 2015.H. Nishimori: Statistical Physics of Spin Glasses and Information Processing, —
An Introduction, Oxford University Press, 2001.M. Mezard, A. Montanari: Information, Physics, and Computation, Oxford University
Press, 2009

ReferencesH. Nishimori and G. Ortiz: Elements of Phase Transitions and Critical Phenomena (Oxford Graduate Texts), Oxford
University Press, 2015.H. Nishimori: Statistical Physics of Spin Glasses and Information Processing, ——An Introduction, Oxford
University Press, 2001.M. Mezard, A. Montanari: Information, Physics, and Computation, Oxford University Press, 2009.
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special Lecture II on Information Sciences
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special Lecture III on Information Sciences
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special Lecture IV on Information Sciences
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Advanced Computer Training all academic supervisers

BERHDOER - BIEEROSER BIES

FIRHERBIIG T, U0 AT a VRN 2 LR CE D L DI BT, LIFOWT N OFE OFMEEEE 5 155, 1.
Unix LU Windows 3> ETCOTRTT I 7 ERECICEDETE 2. 7— 2 OFIATFHI, 4 F 7 A OWTORE 3. =7V 7
1B U TR AR 72 —/UMATLAB AN Z 2298 4. KFET 7V r—3 a7 NEEE, T—2 0007 4 VANV AT 4 TIC L 5%
T HEE 5. MEDT AT 4 TIZLBIGHV AT AOBEEERICONWTOEE 6. EX 2 VT VAT ARy NU—J 58S B O
H] - WS L GERT 2 A /U BIb D 1E

The aim is to familiarize oneself in the computational environment of the GSIS, and to be able to utilize the workstations to
its full power. The course consists of taking a training session in one of the following skills. 1. Sessions in Unix and C-Lanuage
in Windows machines2. Sessions on real time measurements of data,and analysis on dynamics3. Sessions on MATLAB indispensable in
modeling4. Sessions on data analysis and digital media expressions utilizing various applicationsb. Sessions on original
construction of applied systems and their management.6. Sessions on developing skills for security systems and network
environments.

R
A, fREBEL VIS,

To be announced.

FERHloD 7R K Ok M
BlR, REHE L VISR 5,

To be announced.

HFE - 25F
Blig, $REBEL VIR 2,

To be announced.
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To be announced.
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| 22 Computer Hardware Fundamentals YOI g, B £
7 Computer Hardware Fundamentals Ryusuke Egawa, Tetsu Tanaka

Bt

BERHDOER - BIEEROSER BIES

Both computer architecture and LST technology will be lectured for better understanding of modern computer systems. The lecture
includes * Logic design of ALU, memory hierarchy composed of SRAM, DRAM, NAND Flash, and HDD, and control units with hard wired
logic and microprogramming. * Structure of computer systems using processors, memories, input/output devices as building blocks. *
High—performance computing mechanisms such as pipelining and parallel processing ¢ Issues and tradeoffs involved in the design of
computer system architecture with respect to the design of instruction sets.In addition, research topics on state—of—the—art LST
technology will be also presented in the lecture

R
1. LSI Technology Overview2. Trends in Computer Architecture Design3. Computer Organization3. Arithmetic Unit4. Memory

subsystem I5. Memory subsystem 116. Control Unit7. Instruction Set Design8. Pipelining9. Parallel ProcessinglO. Multicore
Processorll. Multiprocessor Systemsl2. Graphics Processorl3. Vector Processorl4. Benchmarking and Performance Evaluation

FSHRERHm D5V O e

50% from mid-term exam and 50% from final exam. Some additional home assignments may be given for extra grading (bonus).

2RE - 25E
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http://www. sc. isc. tohoku. ac. jp/class/computersci/(Contact instructors to have an access 1D)

Z7 4 AT U — (EKFTRERHH)

Every Tuesday, 4:30-6:30 (An appointment by e-mail in advance is needed)
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Cognitive Science of Higher Mental Functions
Cognitive Science of Higher Mental Functions
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IT Business Management
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aw and Management of Information Security . . .
Masahiro HIJI, Yoshinari KANAYA,

Masahiro TAKAYA

BERHDOER - BIEEROSER BIES

EEE LOBROEITRIZREO T, 2 V7 213, BRx R CETETHEEIC > TE WA, TV EROROIN & EoO%Ek
bk, 1HlEF =V 7 OBGHIZRIEN Y 2 572 69 L RRHT, FEHIEEPERE L OBIRIZIBO T BT Z2RIEEZ A LS TS, S5, #
ROl E X 2 U 7 1 A ST, RERSEMSH~ A v PO ARAIRTH D, A, it = U7« Bdfiatiiko
H RIS 2 72 DI eSO AR T 2RO B E 375, I BIT, ENEEEE X TERE S = U 7 1 ICBI9 21550 S
k& BREEICOWTEL L. IDIZ, ZAVESE X THEME X 2 U7 ¢ 2 LERS S 57O E O BRIRE B OV Tl %
179,

A rapid progress of quantity of data and its diversity caused many legal, social issues to be solved. Information Security
Technology is key idea to solve these problems, and it works well if it contains suggestions to Business and Society. In this
lecture, we will discuss adequate information security available in real world.

EE i)

Fllal A bagrvay  fHtda VT 0205 - L ESEEE Glt) 520 SEFER Ght) 3 fFS
2 VT L YRR (i) 554 THE X = U7 ¢ AR DG xha (i) 555 77y Rarvta—T47teXa T
2 (BEHY) ZEe Rl NrEEEER (@) BTE WXV T LEE LOEHER B, RHoBRH, f ¥ —3y h - —ERX T
A ZOIEIET) (R FHSEl X274 &7 T4 —, HAGEHROLMGE &) Foll fHtxo U7« LAnUiEHE CEE
HEE, FRFE PO, RESSRIE) (&) F10E fFHReXa )7 ¢ A U0 GER, a2 Ea—% - YA LR, RET /&
R, @RPLSROBLIES) @) H11 FHRE ISR ONAIEREX 2V T ¢ (B H#512 2 ARSI DR EX 2 U T 1 OB
W ED F13E FR AT AREECBITHEREX 2 VT 5K (B 4R FReX2 VT 04 03T M eZoxtit (B 5
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1. Introduction: Law and Cash Management of Information Security (HIJI)2. Return on Investment (ROI) (HIJI)3. Information
Security and Risk Management (HIJI)4. ROI on Information Security (HIJI)5. Cloud Computing and Security (HIJI) 6. Introduction to
Information Law (KANAYA)7. Information Security and Human Rights (Honor, Freedom of Expression and Information Service Provider’ s
Status and Responsibility) (KANAYA)S. Information Security and Privacy, Personal Data (KANAYA)9. Information Security and
Intellectual Property (Copyright, Patent and Trademark) (KANAYA)10. Information Security and Cyber Crime (Fraud, Virus,
Unauthorized Computer Access) (KANAYA)1l. Information Security Required for Organization Management (TAKAYA)12. Current Status of
Information Security in Company and Organization (TAKAYA)13. Information Security Measures in Information System Development
Company (TAKAYA) 14. Information Security Incident and Correspondence (TAKAYA)15. Information Security Management and PDCA Cycle
(TAKAYA)

FARRH O J51E K O
FHEIENZID S b Z LT LR — B LI 5,

Three teachers set and evaluate the report for each area of lecture.

BRE-2EE

BtRE, BHEDI, B, EE DISEET 5V 2 7 _R—E#T 5, 55EL, UTFOMEY, - FLARY <G AIR, HA M AY
v b (BEFEEER) [ - VR ~3x 0 Ay USROS EZ 2 b —L9 5 5 DOAT 7] (AEEMEHIR, 2003 4F) - FAFHE
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Preston G. Smith & Guy M. Merritt, ” ;Proactive Risk Management” ;;, Productivity Press, 2002Shigenori MATSUI, Hidemi SUZUKI,
Ttsuko YAMAGUCHI, “;Internet Law” ;;, Yuhikaku, 2015

BEE Y =79 k
IR 2,

URL will be announced in the course.

AT 4 AT U — (ERkFTRERHH)

R LS DTN REAT Z &, FEHIERS  AHER 14:40-16:10, FOErv 7SR TJ AT ¥ a VHEHIEH 6F HLFRFTERSA
HRK : AREH 13:00-14:30, Ay 73R U AT v g VEENITUR 514 WITEERAEE 8 TR (FRicA—1TTH)

You need previous appointment. Masahiro HIJI: Tuesday, 14:40-16:10, 6F Joint Laboratory, Extended Education & Research
Building, Katahira. Yoshinari KANAYA: Monday, 13:00-14:30, Room 514, Extended Education & Research Building, Katahira. Masahiro
TAKAYA: After the lecture end (It is an appointment by an email beforehand)
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7 Internet and Information Security T3RYE HEHR) Hn

Glenn M. Keeni, Tsunoda Hiroshi
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Internet and Information (In-)Security have been developing in tandem. In this lecture, the Internet technologies and related
information security aspects are discussed. Students will learn the philosophy and the basics of Internet technology and will
also develop an insight into the associated security concerns. The underlying theme will be the weakness of the implicit trust
model in information networks that is widely used. Each lecture will focus on one aspect of the Internet, will discuss at least
one related attack, examine the corresponding trust model, show its vulnerability, and demonstrate how the vulnerability is
utilized in the attack. Also students will gainhands—on experience during this lecture. There are no pre-requisites for the
lecture. Students are expected to bring their lap—top for hands—on experiments.
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L AV =Ry NeAFREX2 VT o O 2. Ry NU—2ICK2ELRFEL 3. A ¥ —%y ho7m b=t (ICP/IP) 4 4
HgLT—2 ) 7 EICET DR 2T 4 b Ry PU—ZEIET S X2 YT - IPvd 6. Ry FU—ZJEICET SR Y T -
IPv6 7. Fv hU—ZBIZBIT 22X 2 VT ¢ — IPsec 8.  h T AR— NBEIZT 58X =Y T ¢ — TCPAUDP 9. M T2 AR— MNEIZBT
5&F2UT 4 - SSL/TLSI0. TV r—a @eld 5% V70 - DNS1L. 77U r—va VEcBd28F =2 U7 4 - Maill2,
TFV = a BT 5 X2 )T 4~ Webld, 77U r—va BT AU T - SNS14. AR EeF2 YT 0 150 F
fat:9)
. Basics of Internet and information security
. Networking and data encryption
. Internet protocol suite(TCP/IP)
. Physical layer, datalink layer and their security
. Network layer and its security — IPv4
. Network layer and its security — Ipv6
. Network layer and its security — IPsec
. Transport layer and its security — TCP
. Transport layer and its security — UDP
. Application layer and its security — DNS

— =
= O O 0 N0 O W N

. Application layer and its security — Mail
. Application layer and its security — Web
. Application layer and its security — SNS
. Security related to people

— e
[S2 RSOV W)

. Concluding remarks

BOERHIR D1 R OB
BT A R, 3EOHTA b, 2 EO L~ MR k> TR %,

Grading will be based on short—tests during classes, 3 long—tests, and2 reports/homework.

BRE - 3EE

HREEIR L. INISEE $1255 L7205 Veb A MTRREERTISE TN T 5. 1. Network Security- Private Communication in
a public world: Charlie Kaufman Radia Perlman. Mike Speciner2. Introduct1on to Computer Security: Michael Goodrich, Roberto
Tamassiav3. Computer Networks: Andrew S Tanenbaum

No textbook. References are below. Additional information (Web site andarticles) will be provided in a class. 1. Network
Security— Private Communication in a public world: Charlie Kaufman Radia Perlman. Mike Speciner2. Introduction to Computer
Security: Michael Goodrich, Roberto Tamassiav3. Computer Networks: Andrew S Tanenbaum

EEY =791 b
7L
None
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Contact us by e-mail.
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students are expected to bring their lap—top for hands—on experiments.
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secure Information Communication Systems
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ILIF s, Samy Baladram, P9 P15, A
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257 Data Science Basic Kazunori Yamada, Samy Baladram, Hafumi Pl
Nishi, Yuki Irie

FERBOB®) - BIERUOSER BIES

Offiz% | HRHRIAM 1) 74 = ZAOFEFEEAM T (Samy Baladram) (10/11) 2) 7 —4 YA = ADO#RHEAM TT (Samy
Baladram) (10/25) 3) F—& A =L ADOHFFAM 111 (Samy Baladram) (11/1) 4) ~f ZFFHEAF 1T (Samy Baladram) (11/8) 5) ~f
AHEHFEA 11 (Samy Baladram) (11/15) Oz 2 ¥y 5 A 6) Sk & #iliZz L7 (Samy Baladram) (11/22) 7) FERGymtirds &
OV 75T (Samy Baladram) (12/20) 8) 2 7 A% —4# (F P58 (11/29) 9) EPtFa kL L Bl 058 (UM Fi) (12/6) 10) ==
—INxy hU—2 (LA Fign (12/13) 11) —xukl¥R— "y Z—< v (LA Fgn (1/10) 12) REAEERFE (LE fo
#) 1/17) O3 77 7HEa M 13) 77 7HER0RHE NL 168 (1/24) 14) 77 7fikt NI 46D (1/31) 16) 7T 7HRT7 =
U2 ONL D (1/31)

(OPart 1: A rudimentary knowledge of statistical analysis 1) Basic Statistics for Data Science I (Samy Baladram) (10/11)2)
Basic Statistics for Data Science II (Samy Baladram) (10/25)3) Basic Statistics for Data Science III (Samy Baladram) (11/1)4)
Bayesian Statistics I (Samy Baladram) (11/8)5) Bayesian Statistics II (Samy Baladram) (11/15) OPart 2: Introduction to machine
learning6) Basic Linear Algebra (Samy Baladram) (11/22)7) Applied Linear Algebra in Data Science (Samy Baladram) (12/20)8)
Clustering (Hafumi Nishi) (11/29)9) Mathematical optimization and supervised learning (Kazunori Yamada) (12/6)10) Neural network
(Kazunori Yamada) (12/13)11) Kernel method and support vector machine (Kazunori Yamada) (1/10)12) Decision tree and ensemble
learning (Kazunori Yamada) (1/17) OPart 3: Graph theoryl3) Basics of graph theory (Yuki Irie) (1/24)14) Graph analysis (Yuki
Irie) (1/31)15) Graph search algorithms (Yuki Irie) (1/31)

BT

SIEE 4RHRE (14 K540 53-16 K710 43). 1 H 31 HDZ4 BX UG BRA (14 RF40 43-17 K50 43) 10 H @11, 18 (i), 26 H11 H : 1,
8, 15, 22, 29 H12 A :6, 13, 20 A1 A : 10, 24, 31 H 10 A 18 AOFEEIFIAH T MRMIL 1 A 17 BB L £

Every Fridays 4th slot (14:40 — 16:10). For Jan 31, 4th and 5th slots (14:40 — 17:50).0ct: 11, 18 (Cancelled), 25thNov: 1, §,
15, 22, 29thDec: 6, 13, 20thJan: 10, 24, 31stThe class on Oct 11 was cancelled. The class will be held on Jan 17 instead.

FRRRHE DI K U1
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Big Data Skill-up Training Kazunori Yamada, Takuro Nakayama,

2 44 G

Yinxing Li, Samy Baladram

BERHDOER - BIEEROSER BIES

FURTREZR TSRO, ENLEW I 12D B a— — A LOEEMELI L QD AER T, el I I 7 R_REEEE-
VPEEETKI LT, Ey T =2 5409 12D OREAR 2 Ea—F— %)L, BHZ, Linuk AT ABXO71m 25 30753 (Python) @
FEARR BN T2 BT 5. SERITISETIT729.

Currently, more and more primary data are becoming available and the ever—increasing data emphasizes the importance of
sophisticated computational skills to control it. The aim of the course is to obtain the most fundamental skills to handle,
analyze and interpret big data. Specifically, students will learn the basic of Linux operation and usage of programming languages
throughout a practical training of Python. The class will be delivered in English. The class will be designed for programming
beginners.

BEERE

BRI BHEY 23~ (180%) TIIRD. 1. VI _—ADTurIFI 7 No—=27, 20 U7 _R=2D7Fu/FI 7 hl—=
V7.3 xR NOREEA~OT T ST L TBBROREE. 4. FEOT =X OBOFND hL—=27 . 5 FEOT—Z OB PND hL—=
N

The lecture will be held in two periods (180 min) per a day.l. Web based learning. 2. Web based learning.3. Setting up
programming environment for students’ computer.4. Actual data handling. 5. Actual data handling.

R HI DR O

B FIORTHAEC L 0T (1) fBHSHe 2 — FERHOIEE 2) E~oBheE L 7 'v 7T I v 7Hgion FEG Q) A7 v 71z
BiFsaly hAV R

Based on the following criteria. (1) Quality of submitted code and order of submission(2) Enthusiasm and attitude including
improvement of programming skill(3) Activity and commitments on the Slack channel

BRE - 3EE
Rl L.
Nothing special.

BEY =7 A b
http://gp—ds. tohoku. ac. jp/class/skillup_2018b/
http://gp—ds. tohoku. ac. jp/class/skillup_2018b/

AT 4 AT U— (HEKFTAERRH])
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Any time. Make an appointment in advance via e—mail.

£ DA,

HEHREFIEUTIT ). 10/16, 17, 18, 21, 23 (16:20-19:30). 7 v 7 R v TRBOZ & FiFE LV VR GATIERI BRI - L E
7.

Please bring your laptop. If you do not have your own laptop, please tell us in advance. We will have the class on 16, 17, 18
21 and 23rd Octy. Starting and ending time is 16:20 and 19:30 respectively.
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Data Science Training Camp I Kazunori Yamada, Takuro Nakayama,

2 44 G

Yinxing Li, Samy Baladram

BERHDOER - BIEEROSER BIES

vy 77— ZRHROFBIT 22 7 BRITBNT, ZNDEW D IO, FHE, a2 Ea—F A LOEEMENSE L D, Ak
FBOL, v Ea—4—7nr I I I OHERmD DO, HixleTm s s EEEEICETIICED T, AGEZE python ORAWY
RN EER L QD ERG LT 5. Ta s T I IREEEIIS O Ly I TR ARNT v T N = TR H T L A
T5. BRITIEETITRD.

Currently, a lot of primary data is being cumulated rapidly and the importance of computational skills to handle such big data
is emphasized. The goal of the course is to get familiar with the use of computational programming. In this course, students will
tackle various type of programming problems and brush up their programming skills. The course is designed for students who have
basic skills of python. Complete beginners of computer programming are recommended to take ‘“Big Data Skill-up Training” before
the attendance to this course. The lecture will be delivered in English.

e )

PUFIZAPEE A 2ME 50 il K UNR 2 BIORIEA AR < . RIS BENICEELL, B2 5. [UERRE - BARNitE- 7— 4%
- B 477V O ZUothcd) GTHNERD - BRI~ 7 7 A NV AHTIER KL OSCTS L RIRFRE] - eI B - A4
AR B

Attendee will solve 50 compulsory problems and two optional problems. Teaching assistants will help students to solve
problems. [Compulsory problems]— Basic calculation— Data structure— Function— Library usage— Matrix calculation— Random number—
1/0 and string processing[Optional problems]— String processing— Machine learning— Bioinformatics— Numerical calculation

FGRER D75 R O YE

TP MORI ALV FHE. (1) 2SSz a— ROE Q) Slack IZBIF5a Iy FAL Q) BT DR8E

Based on the following criteria. (1) Quality of submitted code(2) Commitments on the Slack channel (3) Participation and
contribution to the course

BRE - 25
Bl L.
Nothing special.

BB = 7 b
http://gp—ds. tohoku. ac. jp/class/campl_2018b/
http://gp—ds. tohoku. ac. jp/class/campl_2018b/

A7 4 AT U— (H#RTRERE)
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Any time. Make an appointment in advance via e-mail.

Z DAt

TR %ETe 3 AMOETHEZIFTITS. 10/26-28. 26,27 A1 10:00-17:00, 28 AIE13:00-19:00. T v/ kv 7RO L. FRFL VR
USAT AN ERE I Ve LET

Intensive course for 3 days (from 26 to 28th Oct, 10:00-17:00 on 26 and 27th, 13:00-19:00 on 28th). Please bring your laptop.
If you do not have your own laptop, please tell us in advance
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Mitsuyuki Nakao, Kazunori Yamada, BRIz
Takuro Nakayama, Yinxing Li, Samy
Baladram

TARE L= TR T
Data Science Training Camp II

2 =]

BERHDOER - BIEEROSER BIES

F—LHNTCEBFOE y 7T =2 D RY VI BREREHI T Y = 7 MR AT Z & C, EBROIBEISEOMED 5 E5. F—AT
IEFICTBEOFER Y L, RN Om B2 BIET. AEIEEe 70 77 I U T HRER B L QOB Rk LT 5. ZiEaEd
ENUH L—= TRy U] BEGET D L A AEET S,

By project-based learning on a team, students will learn how to handle and analyze big-data. This course is designed for
students who have experience with computer programming. Attendees are recommended to take “Data Science Training Camp 1” before
the attendance to this course.

AT
F—AITHDIN, 5T —ATFET BIELOFEDIRRIHE, T UVIRET —2 BT ARE T — 2 BTk E O CE<
Solving the problem on their own and be a facilitator of your team. Telling a description of the problem to master course
students, surveying the problem, designing a research scheme, providing directions and manage your team. Making programming code
and analyzing data.

BARRHl DI O HE

FILMORTFHEC L VEHE. (1) BT LBy T—2a v DB () LaR— e Slack IZBIF2 Iy AV M E) #iHa— @) 23
K DRERE L F— L~DETK

Based on the following criteria. (1) Quality of the presentation(2) Report and commitments on the Slack channel (3) Submitted
code (4) Participation and contribution to the team

2RE - 25E

BEY = 7 A k
MEFEED Y =71 b. http://gp-ds. tohoku. ac. jp/curriculum/class_list. html
Last year’ s website. http://gp-ds. tohoku. ac. jp/curriculum/class_list_en. html

A7 4 AT U— (ERkFIRERHR)
R, AN A —/L TG L TL 72 &0,

Any time. Make an appointment in advance via e-mail.

Z DA,

48\ (11/21, 28, 12/5, 12, 19, 1/9, 16, 23), 1[AI2 Z="TIT729. 16:20-19:30. Ty by TRBOI L. FilF L CORVEEITE
IS ST AV =3

Totally 8 days. 2 classes / day. 16:20-19:30. (11/21, 28, 12/5, 12, 19, 1/9, 16, 23)Please bring your laptop. If you do not have
your own laptop, please tell us in advance.
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Applications to information science:

| 224 ST — 2R Takeshi Obayashi, Kazunori Yamada, Bt
’ Applied Data Sciences Mitsuyuki Nakao Applications to o

economics: Yoshihiro
YajimaApplications to biology and
ecology: Shusei Sato, Takashi Makino
Jun Hidema, Masakado Kawata

BERHDOER - BIEEROSER BIES

HIT — 2 BPACIRWTIL, 2O EE & L CORBROR AR & 36 ;‘¥W;‘T—9ﬂ%_%owf ED LS EE DX S
\ZfE DI EETH D, TD XD 727 —F BRI S ERRRE 12 55T 5 Z L ARERO B Th 5, MEAERIT, fPRRET
W®ﬁﬁ?ﬁﬁ\?Fyﬂiﬂi%?%i$ib%«@hﬁ@i%Lowf%ﬂ%ﬂ®$m%#ﬁ%¢7oﬁﬁﬁﬁl TARERED LS
7oA RIS ST D 0% 5D, 2. ENENORTEICRT 57— X BSOSV TRk 2155,

Purposeln addition to numerical analysis and computer science as the academic foundations, practically what kind of problem is
solved in what way based on the data science is essential. To acquire such a problem—solving ability is the purpose of this
course. Overview The course includes an introduction to linear regression models with applications to economics, and data science
in biology and ecology, each of which is taught by the expert lecturers. ObjectivesStudents learn about:1. applied fields of data
science2. ways of application of data science in each field

EE i)

R LOERREA~OT— X REOIGH 4/9  AMEEDINIRBIT 5 €y 77— 2 B AMETHIGOMER (EFHEIE) 4/16 W08 okl
Ly T2 OIRE (ERIEE) 4/23 S 25 WEFREL) 5/7 WO b7 —2 L2 ofighr (A D 5/14 4%
BRI & AERBIZ B 57— 4 & ZOfiffT () 5/21 #4 MURE OMRR) 5/28 #A MARE ORARR) $EIEIRET L ORES T
~OISH 6/4  BtlEYE CREEE) 6/11 ERR (RESER) 6/18 fuh_Fik (REER) 6/26 t-E (REER) 7/2 BFF~DItH

(REFEHE) oL FEOFREACRT A0 7/9 Bl (LEFHD 7/16 ==2—F/bxy hU—2 (LUEFHR 7/23 Y7R— k7%
—< i (LEFED

Biological and ecological applications of data science4/9 Advance of the technologies producing biological Big Data (Shusei
Sato)4/16 Examples application of biological Big Data (Shusei Sato)4/23 Comparative genomics (Takashi Makino)5/7 Analysis of the
data related to environmental adaptation of plants (Jun Hidema)5/14 Analysis of the data related to evolution of biodiversity and
ecology (Masakado Kawata)5/23 TBA (Takeshi Obayashi)5/28 TBA (Takeshi Obayashi) Introduction to linear regression models with
applications to economics6/4 Simple regression (Yoshihiro Yajima)6/11 Multiple regression (Yoshihiro Yajima)6/18 Least squares
method (Yoshihiro Yajima)6/25 t-test (Yoshihiro Yajima)7/2 Applications to empirical analysis in economics (Yoshihiro
Yajima)Application of mathematical optimization7/9 Mathematical optimization (Kazunori Yamada)7/16 Neural network (Kazunori
Yamada) 7/23 Support vector machine (Kazunori Yamada)

FRERHm DT R U
TR M EUEE Lo— fed LR 5,

Evaluation is done comprehensively based on short tests and assignments.

2RE - 2E5E
BRHE R, BEE  HROTCEET 5,

Textbook : not used. Related literature: If necesssary, specified in the lecture

BEHE Y = 71 k

A7 4 AT U— (HERTRERFHE])

FEZRRT 720y, S RAMEZMAITENNC A — 72 L CERT 5 2 &, BEDBRKEHEE RS,

Office hour is not scheduled. If a student wants to see a lecturer, make an appointment in advance via e-mail or other means.
The contact information will be given in the class.

Z DM
B L7 H H ST LR A X S 375 2 &,

students are required to review and prepare for each class based on the materials distributed in the class.
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Assist. Prof. Samy Baladram Prof
Nakao Mitsuyuki

T — X RVFIGE (i)
2 FH Practical English for Data Science (fall
semester)
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B, R, HREEE DA —F L T AX VAN L ST D, - FAORIREE 1%, SRR L OYAmIsRER
THGEEEH CE D L IVETRESED 2 L, FHlioFEE  FHEIEZET L 40%) T, UIFERE LET, - EABIOY —7DHE¢
K A—INAL BT ay STHEEERED) - U A=UY/BIEBE~OSN, 5, BIUEET ORI, ERN7RHED 20%%
HOFET, B, JSE~OL U 7O, BXOOHE Ny 7 TR SN ARG, 87 LYy o 0%% HoEd, fHEL
FEOKGE  HE. FHE BROWHENE, PR RO a—AARAER TE 2 LOITBGEI SN TOET, AT 1 A Like R —n L 77
b7 FATCHERENET, ML USRS I3 T AN CRBERT 5 2 LI Z BT Z LA SNE T, ZOa—ATIE, 7 7AT—7
L, FEEOBM AT, L, 7 T ADEELT /74 €T 4 B i L, 7Yy MIEFL, 2R SIEFEEIEDO L S — Y
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ADENTT 7R —A RYOERW), A—T 14, ©T4), #FE AEbFHTEET,

Course Overview:This course is designed for Japanese and non—native students learning English at intermediate and practical
levels to acquire and develop the English language knowledge and skills. The aim of the syllabus is to prepare students to use
English for their professional studies in Data Science and consequently for their professional needs in real life and work. This
preparatory course will further give the students the opportunity to speak on general topics, to communicate both in informal and

formal environments, and to understand basic texts on Data Science. The course aims at developing a wide range of skills:—
Pronunciation skill, which involves practical exercise in both vowels and consonants.— Language development, which have a
specific focus on basic terms in Data Science. — Listening, which includes correctly grasp words from conversation and music. —
Communication skills, which cover communication situations on basic level.— Presentation skills, which involves brief research
presentation and poster presentation. Course objectives:The main objectives of the syllabus are:— to provide material for the
students to learn pronunciation of the English sounds, to learn to read, write, and to know the fundamentals of English grammar
and vocabulary; — to develop the students’ listening skills to enable them to understand and apply specific information from the
input; to develop the students’ speaking skills to enable them to use general, social and professional language;— to develop the
students’ general capacity to a level that enables them to use English in their professional and academic environment. Teaching
and learning methods:The class will be conducted mainly in English. Teaching, learning and assessment are designed to enable
students to achieve the course objectives described above. Audio, video, and various games will also be used in the

class. Independent learning:Students are expected to spend time studying outside the class. For this course, they are asked to
consolidate their class work, to read, watch or listen to material in English, to prepare exercises and activities for the

class, , undertake projects and generally acquire a repertoire of effective language learning strategies. Course
materials:Adapted materials will be used in class, linked to the topic areas studied. Topic—based self-access resources
(authentic print, audio and video), dictionaries and grammars are also available

e =]
I TADAT Y 2= UIZ HHTIEN =TT
https://docs. google. com/spreadsheets/d/1Pno j9ORbSKXvOFCXtcu8xn75IUBMISLEi_JAvuovtq08/edit?usp=sharing (Google 7" 7> h3EE)
Weekly schedule for the class can be viewed from the link
below:https://docs. google. com/spreadsheets/d/1Pno j9RbSKXvOFCXtcu8xn75TUBMI3LEi_JAvuovtq08/edit?usp=sharing (Required Google
account to open)

R HI D ¥R O

FHMIHZET L @0%) T, UITFEHRALET, - MABIUOA—TOOERI =TGN ¥ T 7 ay (RTIEERED) - VA=
2T BUEBEE~OBIN, AR B I UEET ORI, SARZRRHED 20%% 50 E T, BEfE SSEE~DOL U F ) o 7DD, BX
O by 7 RSN D EHGRT, #8271y b 40%% 5o E T

Assessment is by coursework (40%), which integrates the following:— Individual and group oral presentations — Oral interactions
(including pair work) — Listening/ viewing A measure of classroom participation, progress and motivation accounts for 20% of the
overall assessment. A final exam comprising listening comprehension, an extract for rendering into English and an oral topic
accounts for 40% of the total credit.
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seminar on Applied Information Sciences I

PHE

all academic supervisors
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R D R A S AT 5.

The course takes a form of seminar where the faculty member, solely or together with other faculty members of the department of
Applied Information Sciences or outside of the department, conducts instructions on topics on the frontier of the field.

e Sy
Bk, HREBE LIRS,

To be announced.

FGRRRHT D J5 K U1
i, FREBEN BT D,

To be announced.

2HE - 2EE
Bk, HRHBED SIS,

To be announced.

BEHE Y = 7 A |k

AT 4 AT U — (HE#rTRERFH])
B, HRHEED SR B,

To be announced.

Z DM
I 13 BN - SR . LARKIE TRY

- standard class hours: 135 hours * standard expected date of completion: the end of 1st grade
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R D R A S AT 5.

The course takes a form of seminar where the faculty member, solely or together with other faculty members of the department of
Applied Information Sciences or outside of the department, conducts instructions on topics on the frontier of the field.

e Sy
Bk, HREBE LIRS,

To be announced.

FGRRRHT D J5 K U1
i, FREBEN BT D,

To be announced.

2HE - 2EE
Bk, HRHBED SIS,

To be announced.
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To be announced.

Z DM
I 13 BN - SR . LARKIE TRY

- standard class hours: 135 hours * standard expected date of completion: the end of 1st grade
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The goal is to acquire the basics and the thought processes on the subject of Applied Information Sciences. The course involves
running a seminar where the members exchange ideas over research papers written in foreign languages, first-hand materials and
textbooks.

e Sy
Bk, HREBE LIRS,

To be announced.

FGRRRHT D J5 K U1
i, FREBEN BT D,

To be announced.

2HE - 2EE
Bk, HRHBED SIS,

To be announced.
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B, HRHEED SR B,

To be announced.

Z DM
L 1 3 BN - SR 2 4FIKIE TRY

- standard class hours: 135 hours * standard expected date of completion: the end of 2nd grade
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The goal is to acquire the basics and the thought processes on the subject of Applied Information Sciences. The course involves
running a seminar where the members exchange ideas over research papers written in foreign languages, first-hand materials and
textbooks.
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The course aims to provide opportunities for the student in the process of completing the Master’ s thesis in taking parts in
researches, debates, problem sessions, experiments, and presentations of the thesis themes. The actual content is to be decided

by the faculty member in charge.
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- standard class hours: 270 hours * standard expected date of completion: the end of 2nd grade
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BENDITREND,

The course aims to provide opportunities for the student in the process of completing the Master’ s thesis in taking parts in
researches, debates, problem sessions, experiments, and presentations of the thesis themes. The actual content is to be decided

by the faculty member in charge.
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sessions involving research presentations, debates, bibliographical survey, experiments will be held on frontier topics in
mechanical engineering, with an emphasis on themes with strong innovative bents.
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« Standard class hours: 270 hours * Standard expected date of completion: the end of 2nd grade




