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Introduction

The Doctoral Program Student Presentation is held for the students in the doctoral program to present
their research. This presentation program consists of 4 sessions, with 4 speakers per session. Certainly,
this presentation represents the forefront of information science, compiling cutting-edge advancements.
Following our previous program, we will hold this presentation virtually via Google Meet. We might
have some technical problems due to the internet connection and sound quality. We expect your

cooperation and would appreciate your support.

The “designated discussant” system will be suspended again; however, the “Best Presentation Award”
system will continue. This award is determined by the audience's votes, based on the criteria of whether
the research content is effectively and engagingly conveyed. Since we cannot vote using paper this time,

it will be conducted online during the break (10 min.) between each session.

Finally, we look forward to seeing participants in addition to the presenters. Unlike the traditional offline
program, this event does not require the participants to physically come to the venue. It is possible to join
the presentation anytime, anywhere. By the day of the event, the office will circulate an invitation email
to all the GSIS faculty members and students. Please participate in and listen to the presentation of the
state-of-the-art research! We highly welcome questions and comments as well. Let’s liven up the

presentation and discussion.
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Each speaker will have a 15-min of presentation and a 5-min. Q&A session
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Session 2 (13:00-14:20)

K4 : Changqing JI

BB : Monkey Brain visual activity encoding via deep learning method

B #J : At brain-computer interface domain, it is important to design a good way to do encoding on
brain activity. For most research task, we only focus on imaginary motion, there is rare reseach on
visual information of brain activity. This time we use the visual based ECoG dataset which measured
and provided by Niigata-U to exploite the possibility of image recostruction from ECoG brain activity.
We tear this complicated task down into 2 phase: First phase visual classification task, we will design a
good way to do classification on ECoG signal based on their visual stumuli catergories. This will gaive
us a way to understand the reality of Visual based ECoG data. Through this method we try to
understand ECoG's characteristics, those characteristics could be applied in the task of image
reconstruction. For this phase, we will use deep learning or combined with mathmatical method to
design a network, analysis on the feature extracted by this network to understand the most useful
information of ECoG. Second phase image reconstruction, this is our final target, we will design a
method which can reconstruct the image from ECoG signal. In this phase, we will use the finding in
phase one and also the designed encoder. at end, we will compare the results with previous work. Brain
activity is a complicated activity, through this research work, we will get better understanding of the

brain. Hoping those finding can help human in future expecially for the disable people.

K4 : Liangkui Tan

#H : The mechanism of laminar-boundary-layer vortex shedding noise generation of jet-wing
interaction under Wing-in-Ground effect

ZE # : This study explores laminar boundary layer vortex shedding (LBL-VS) noise from a
NACA4412 airfoil under Wing-in-Ground (WIG) effect at Re = 50,000 and Mach 0.3. Direct
Numerical Simulation reveals that vorticity transfer near the trailing edge drives LBL-VS noise. As
ground clearance decreases, noise intensity drops. At 10% chord clearance, strong adverse pressure
disrupts vortex organization, shifting the dominant noise from shedding to intermittent bursting. This
occurs when specific vortices, amplified by acoustic feedback, trigger pressure fluctuations. The
findings clarify LBL-VS noise mechanisms under WIG conditions and offer guidance for aeroacoustic

noise reduction in industrial applications.



K4 : Bannapol Limanond

BB : Medical-Checklist: Assessing the Comprehension of Medical Images by Multimodal Models
ZE 9 : This work introduces a new benchmark test, Medical-Checklist, for assessing medical
multimodal models. The recent advancements in multimodal models have demonstrated significant
potential in the field of medical vision-language tasks. However, it is becoming increasingly clear that
evaluating these models' performance, whether they are applied to natural or medical images, is
challenging. The critical question is whether the models can accurately understand an input image
while associating it with relevant input text. To address this, Medical-Checklist imposes a binary test
on the models: they are given an image and two captions, where one is correct and the other incorrect,
and the model must select the correct one. The incorrect caption contains a single medical concept
(word or phrase) that is inaccurately substituted from the correct caption. Although the task is simple,
this simplicity enables the unified assessment of diverse multimodal models designed and learned on
different principles. It also enables us to verify whether models correctly understand a wide range of
medical concepts across various medical sub-domains. Medical-Checklist is designed to reduce
potential biases in data and to enable evaluation of the models' ability to handle out-of-distribution
inputs, which were difficult in existing datasets. When evaluating four state-of-the-art medical
multimodal models with Medical-Checklist, it was revealed that despite their excellent performance in
specific tasks such as Med-VQA, they may not correctly understand images, suggesting a long journey

ahead for clinical application.
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Session 3 (14:30-15:50)

K4 : Bin Hu

BEH : A Comprehensive Framework for Spectrum Access Based on Online Federated Sensing

ZE 9 : This presentation introduces the design of a comprehensive spectrum access framework for
environments such as cellular-based cognitive radio networks, where multiple local devices need to
detect and share spectrum usage information. Traditional centralized sensing methods raise privacy
concerns and scalability issues due to raw data transmission. To address this, we implement an online
federated learning-based sensing module that enables distributed devices to collaboratively identify
spectrum availability while keeping data local. The system is modular and adaptable to heterogeneous
conditions. Future research will focus on integrating reinforcement learning to develop intelligent,

autonomous spectrum access policies, forming the core direction of this PhD work.
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Session 4 (16:00-17:20)

K4 : Paul Tricot

& H : Biangular lines and integral lattices

2 #9 : The question of biangular lines asks how many lines can be set in Euclidean space of dimension d, such
that they all meet at the origin, and any pair of lines has one of two fixed angles. This is an extension of the well
researched question of equiangular lines, that is closely connected to spherical designs and spherical s-distance sets.
The maximal number of lines is known up to dimension 6 thanks to M.Ganzhinov and F.Sz6ll6si, but in
dimension 7 and above it is still unknown. Still, upper bounds can be computed thanks to the spherical properties
of Gegenbauer polynomials. Vectors of norm 3 inside of an integral lattice have only a few possible mutual inner
products, and after a carefully chosen affine transformation to unit vectors, can yield interesting biangular line
systems. Another method of constructing such systems is by embedding an existing biangular line system in one

dimension higher, this operation sometimes allows us to add more lines.



K4 . PE B

REH : Primary calibration of infrasound sensors using the liquid-column-type sound pressure
generator

2 #J : Infrasound, acoustic waves below 20 Hz, has attracted attention as a monitoring tool for large-
scale natural phenomena such as volcanic eruptions and tsunamis. However, the frequency response
characteristics of infrasound sensors remain insufficiently evaluated, particularly in the frequency range
below 0.5 Hz, where conventional calibration methods are difficult to apply. In this study, to enable
primary calibration in this low-frequency range, we are developing a sound pressure generation and
measurement system based on the principle of a liquid-column manometer. This presentation reports on

the developed system and the results of primary calibration of a microphone from 0.01 Hz to 0.5 Hz.

K4 : Bt #EF

BB : KHi#Intelligent Reflecting SurfaceZ AW ERBEDO-DDOE—L N L—=7
\ZB83 B HF%E
B # : Intelligent Reflecting Surface (IRS) 137E M DR S Z il U MEGLBEMREL EmHH 2 &

23 [ HEZ2Beyond BGIZIAIT 7o A LA TH D75, 40372t 03G b 5 B H i O IRS TR FRAER)
RMEE & 720 BEFOHITFEOBEANINEE L 70 5. % 2 TABFSE CIERh A 72 KBUEIRS Ol
WFEE U CHE-TEEA DB LB — A FL—= 0 2R T 5. 2k, EmlEdh
B LKA — Ny RENL L, KEBIRSOBLIFEERH 2 FIaEIC L 7.

K% : 15 KK

BHE : BASHESSETAVBEOROOT—F 2y FORR

O ARARRTIE, BASUE - 1EE A SR U7 R 2 AT REIC T D H ARRERE S REE

b (LVLM) ORE L BRICHLG T2 o077 — X EREMITT D, %*KJMM&A%@
MREHEEAME VERK) EWOMERIZER L CGRHliT 2 X F~—27 M5, 510, Bk
TXAN BRI ANE) T EH LTRGBS X — U —THEBET A NT—HXE > b
MOMIJT Z/ABA L., FFEDRBRUEEZINZ CTHET—X L L THWD Z L oFAMEE R LT,



