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Introduction

The Doctoral Program Student Presentation is held for students in the doctoral program to present
their research. This presentation will consist of 4 sessions, with 5—6 speakers per session due to
the more participants than usual. Certainly, this presentation is a compilation of the cutting edge
of the information science.

Following last year, this presentation will be held online using Google Meet. Various troubles are
expected on the day due to the internet environment and voice/hearing related problems. It may
require everyone’s cooperation, and thus, we would appreciate your support.

The “designated discussant”system will be again temporarily suspended; however, the “best
presentation award”system will continue.This award is decided by the audiences’votes for each



session based on the standpoint of “whether the content of research is conveyed comprehensively
and interestingly.”Since we cannot vote on paper this time, it will be conducted online during the
break (10min.)after the session.

Finally, we look forward to the participation of many people other than the presenters. Unlike
traditional offline events, this event does not require you to physically come to the venue. It is
possible to listen to the presentation anytime anywhere. On the day of the event, the office will
circulate an invitation email to all faculty members and students. Please participate and listen to
the presentation on the latest research! Of course, we highly welcome questions and comments as
well. Let s liven up the presentation and discussion.

The presentation will be consisted of 15 min. and 5 min. Q and A
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4 : Schneider Victor
&5 B : A Lotka—Volterra competition system to discuss the potential prevention of species invasion
in a patchy environment

BE#] : With the recent changes in ecological environment, many species may gain a chance to invade
a new site already hosting native species. In this research project, we consider a classic Lotka-
Volterra competition system between two species in the habitat of two patches, where only one of
two species can migrate between patches. In our modeling, such a migrating species is regarded as
an invading one for the habitat of the other species. Through analytical and numerical model
analyses, we can obtain the condition for the success of species invasion, while we discuss a
potential disadvantage of the migration for the invading species itself at the same time.



R4 K E
8 B :Matching in the Dark: A Dataset for Matching Image Pairs of Low—light Scenes

BE %9 : This work considers matching images of low-light scenes, aiming to widen
the frontier of SIM and visual SLAM applications. Recent image  sensors
can record the brightness of scenes with more than eight—bit precision,
available in  their = RAW-format image. We are interested in making full
use of such high—precision information to match extremely low—light
scene images that conventional methods cannot handle. For extreme
low-light  scenes, even if some of their brightness information exists in
the RAW format images’ low bits, the standard raw image processing on
cameras fails to utilize them properly. As was recently shown by Chen et
al., CNNs can learn to produce 1images with a natural appearance from
such  RAW-format images. To consider if and how well we can utilize such
information  stored in = RAW-format images for image  matching, we  have
created a new dataset named MID (matching in the dark). Using it, we
experimentally evaluated combinations of eight image—enhancing methods
and eleven image matching methods consisting of  classical/neural local
descriptors and classical/neural initial point—matching methods. The
results show the advantage of using the RAW-format images and the
strengths and weaknesses of the above component methods. They also imply
there is room for further research.

K4 : Alexander Christian Maas
&8 B : Controllable Difficulty Question Generation for English Reading Comprehension Exercises

B : The purpose of this research is to automatically generate question/answer pairs of varying
difficulty or possessing specific, desired traits, such as paraphrasing ability or whole—of-text
understanding, according to the specifications of the end-user. While existing research on
controllable text generation has focused on the theme of the generated text, they have yet to apply
their techniques to generate exercises for language education. To address this lack in the literature,
this research will use transformer—based neural networks to first label questions by their latent
traits, then these labelled questions are used to train a controlled—generation architecture to create
questions with the desired traits.

K4 : Michael Zielewski
®E B : Improving Quantum Annealing Efficiency through Monte Carlo Simulations

BE%): Quantum annealers are quantum computing devices that employ quantum fluctuations to
efficiently search the solution space of an optimization problem. Typical system evolution follows a
time—dependent Hamiltonian that gradually changes from an initial Hamiltonian towards a final



Hamiltonian representing the problem to be solved. Modifying how the system evolves, or the
annealing schedule, can have a profound impact on performance. One such modification is pausing,
in which the Hamiltonian is kept constant for a period of time. Finding the optimal parameters for
a pause in a grid search-like fashion uses a significant amount of quantum annealing resources. In
this work, we show that results from classical simulations of quantum annealing can be combined
with machine learning technologies to produce high quality schedules without using quantum
annealing resources.

2nd session (13:00-14:40)

K4 :Qian Ye
BH B : Learning Regularized Multi-Scale Feature Flow for High Dynamic Range Imaging

BE#] : Reconstructing ghosting—free high dynamic range (HDR) images of dynamic scenes from a set
of multi—exposure images is a challenging task, especially with large object motion and occlusions,
leading to visible artifacts using existing methods. To address this problem, we propose a deep
network that tries to learn multi—scale feature flow guided by the regularized loss. It first extracts
multi—scale features and then aligns features from non-reference images. After alignment, we use
residual channel attention blocks to merge the features from different images. Extensive qualitative
and quantitative comparisons show that our approach achieves state—of-the—art performance and
produces excellent results where color artifacts and geometric distortions are significantly reduced.
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K4 :Liu Kang—Jun
#H B : Study of the gap between asymmetric trick and feature decorrelation based representation

learning



BE#): To computers, images are just matrices. Therefore, teaching computers to recognize the
contents of images is important. A common way is having a feature extractor; a function takes
images as inputs and outputs a vector as a representation correspondingly. Recently, researchers
proposed a method to learn a feature extractor; Barlow—Twins. The learning goal is making output
vectors robust to augmentations; random crop, color jittering and blurring, and simultaneously
decorrelating output features. However, the other researchers proposed another applicable one
called BYOL, utilizing an asymmetric trick; an asymmetric model design with stopping the gradient
flow at one side of Siamese networks. It is not trivial to understand how BYOL could perform equally
well to Barlow—Twins. In our study, we find that BYOL is also doing feature decorrelation. We
provide some mathematics derivations and empirical observations as supports.

K4 :Fangzhou Lin
B B : Deep learning model for point cloud completion: towards a better way of 3D understanding.

BE#J: Point clouds measured by 3D scanning devices often have partially missing data due to the
view positioning of the scanner. The missing data can reduce the performance of a point cloud in
downstream tasks such as segmentation, location, and pose estimation. In order to tackle this
problem, we propose a novel neural network architecture, Cosmos Propagation Network (CP—Net),
for 3D point cloud completion. CP—Net extracts latent features in different scales from incomplete
point clouds used as input. For point cloud generation, we propose a novel point expand method
using a Mirror Expand module.

K4 : Zou Han
RE B :Reference—based Motion Blur Removal

BE % : While there are limits to removing blurs from a single image, it has
more potential to wuse multiple images. We propose a better method to use
the information existing in a  reference image for  improving deblurring
performance. Unlike video deblurring, the method does not need a strong
assumption on the reference image. Our method first matches local
patches of the target and reference images and then fuses their features
to estimate a sharp image. We employ a strategy to solve the difficult

problem  of matching the  blurry image  with the  sharp  reference. Our
method is implemented as a module that can be integrated into existing
networks for deblurring. Experimental  results show  the effectiveness and

usefulness of the proposed method and application.



3rd session (14:50-16:30)

K4 : Zhijie Wang
#2 B : Unsupervised Domain Adaptation for Semantic Segmentation via Cross—Region Alignment

Bi#): Semantic segmentation requires a lot of training data, which necessitates costly annotation.
There have been many studies on unsupervised domain adaptation (UDA) from one domain to
another, e.g., from computer graphics to real images. We propose a method that applies adversarial
training to align two feature distributions in the target domain. It uses a self-training framework to
split the image into two regions (i.e., trusted and untrusted), which form two distributions to align
in the feature space. We term this approach cross—region adaptation (CRA). CRA can be applied
after any CDA method. Experimental results show that this always improves the accuracy of the
combined CDA method, having updated the state—of-the—art.

K4 : Zhang Jie
#H B :Ensemble Knowledge Distillation for Image Anomaly Detection and Localization

BE%] :Image anomaly detection and localization aims to identify anomalous samples and further
segment the defects in images. In this study, we focus on the application of industrial inspection,
where usually only normal images are available during training. During testing, anomalies with
different types and sizes should be detected and localized. As we only have a limited number of
normal training data, knowledge distillation, which distills knowledge from a model pre—trained on a
large natural image dataset, showed its promising potential in this task. We proposed an ensemble
learning method that has two student models to better detect both small local defects and large or
high semantic level defects. We achieved state—of-the—art performance on a public benchmark.

K4 3=
#E B :Estimation of attention states using facial expressions for online lectures

B : Online lectures such as massive open online courses are becoming popular and familiar. It is
difficult for teachers to know whether students are concentrating on the contents due to the lack
of interactivity in online lectures. The present study aimed to develop a method to estimate the
state of attention from facial images while participating in online courses. We conducted an
experiment to measure the level of attention based on reaction time measures to detect the
disappearance of noise sound while watching lecture videos, assuming that reaction time for the
detection of contents—irrelevant noise is longer when learners are paying attention to the contents
more. We sought facial features that are useful for predicting the reaction time. Reaction time can
be estimated in some amount from facial features, suggesting that facial expressions are useful for
predicting attention state, or concentration level while watching online video lectures.



K4 :Nguyen Van Quang
BB B : GRIT: Faster and Better Image—captioning Transformer using Dual Features

BE#] : Current state—of-the—art methods for image captioning employ region—based features, as they
provide object—level information that is essential to describe the content of images; they are usually
extracted by an object detector such as Faster R-CNN. However, they have several issues, such
as lack of contextual information, the risk of inaccurate detection, and the high computational cost.
The first two could be resolved by additionally using grid—based features. However, how to extract
and fuse these two types of features is uncharted. Thus, we propose a Transformer—only neural
architecture, dubbed GRIT (Grid and Region—based Image captioning Transformer), that effectively
utilizes the two visual features to generate better captions. The experimental results on several
image captioning benchmarks show that GRIT outperforms previous methods in inference accuracy
and speed.
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4th session (16:40-18:20)

K4 LU XIANGYONG

#E B : Lightweight Neural Network Design for Resource—Constrained Edge Devices

B O :  With the breakthroughs in deep learning algorithms, recent
years have witnessed a booming of powerful deep neural network (DNN)
models and artificial intelligence (A applications on edge devices.
Nonetheless, DNN models that achieve state—of~the—art performance are

memory and  computationally  expensive.  Their  high  performance depends on
the  availability = of computing platforms with large memory and computing
power. The tight resource constraints will obviously create tremendous
challenges in the deployment of DNNs on the edge devices. Accordingly,
there is an urgent need to develop efficient tiny and lightweight DNN
models for these resource—constrained edge devices. Motivated by the



increasing demand for efficient tiny DNN models, my research mainly
focuses on the problem of designing efficient lightweight neural
networks under limited computing and memory resources.

K4 : Golsa Tabe Jamaat
B B :Wall modeling for LES of turbulent channel flow using data—driven approach

BE#J : Large eddy simulation (LES) is a popular approach for numerical simulation of turbulent flows.
LES has reasonable accuracy while does not need much computational cost. However, its cost
increases significantly for the wall-bounded flows, especially for highly turbulent flows. One
methodology for reducing the cost of LES for wall-bounded flows is to use wall models. My present
research is focused on developing an efficient wall model with reasonable accuracy using a machine
learning algorithm called convolutional neural network. So far, the results of the a priori test have
shown that the model has a good accuracy in establishing a wall model.
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[1] A, Rahimi and B, Recht, Adv, Neural Inf. Process. Syst., 1177 (2007).
[2] Chun-Liang Li et al, In The 22nd International Conference on Artificial Intelligence and
Statistics, 2007 (2019).

K4 : Yunhan Du
#H B : A generalized human mobility model in realistic labor market conditions

B : Understanding human mobility is crucial to human societies due to its wide range of
applications including preventing the spread of epidemics and estimating traffic demand. The
radiation model is a prevailing framework to predict human mobility. However, the same
distributions of job—seeker expectations and job—offer benefits are assumed in the radiation model,
which is not consistent with the realistic labor market conditions. In our work, a generalized
radiation model is proposed based on the distinct distributions of job—seeker expectations and job—
offer benefits. Furthermore, using a mobility flow data set in the United States, we show the results
of predictions compared with the original radiation model.
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